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T
he debate on the develop-
ment and deployment of 
lethal autonomous weap-
on systems (LAWS) as an 
emerging technology is of 
increasing importance, 
with discussions stalling 

and technological development progressing. 
Monitoring the progress of increasingly auton-
omous weapons systems in civilian and mili-
tary use [1] as well as regulating possible au-
tonomous systems early on is demanded by 
civil society actors, like the Campaign to Stop 
Killer Robots and the International Committee 
of the Red Cross (ICRC), while nation states 
follow a variety of interests and strategies, 
showing little room for consensus on central 
terms and questions [2], [3]. This article there-
fore sheds light on the work of the Group of 
Governmental Experts (GGE) of the UN Con-
vention of Certain Conventional Weapons 
(CCW). The CCW, offering an arena for interna-
tional cooperation, has dedicated itself to the 
purpose of finding common ground with re-
spect to an understanding of LAWS, as well as 
to the necessary degree of human control. 
From an ethical perspective, the concept of 
Meaningful Human Control (MHC) supports a 
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human-centric approach. Several IEEE projects, series 
and publications [4] are dedicated to this prioritization, 
especially regarding civilian use. As autonomous technol-
ogy is increasingly at the center of contemporary military 
innovations, questions of (human) agency and responsi-
bility in warfare have become even more pressing [5]. As 
stressed by the United Nations Institute for Disarmament 
Research (UNIDIR), the concept of MHC may prove useful 
in the context of development and use of (semi-) autono-
mous weaponry [6].

Acknowledging the need for a multidisciplinary 
approach [7], we present our analysis of the respective 
CCW discourse as a first step towards answering the 
question of how to ensure MHC in the interaction with 
LAWS. Asking for factors supporting the implementation 
of MHC, we look for values and underlying, more 
abstract discourses which may converge with the idea 
of MHC. The identification of such values and dominant 
discursive narratives may contribute to a better under-
standing of the political, ethical, legal, and technologi-
cal requirements for MHC, a concept which has been 
introduced in both political and legal debates to allow 
for improved regulation of the use of force in armed 
conflicts [8]. The regulation of certain conventional 
weapons considered particularly injurious or indiscrimi-
native, such as landmines and blinding lasers, is part of 
the protocols of the UN CCW. However, in the past, the 
effectiveness of the CCW has been called into question 
in light of Cold War politics [9], consensual decision-
making, or difficulties in advancing arms control in the 
context of humanitarian and military arguments [10]. 
Beside these difficulties, the CCW has helped set rele-
vant norms of arms control in the past and may do so 
with regards to the regulation of LAWS [11].

First, we give an overview of related work and identi-
fy research gaps. In the following, we elaborate our the-
oretical perspective, inspired by Value-Sensitive Design 
(VSD). Further, we offer insights into the research 
design, i.e., our sample of 43 CCW documents and dis-
course analysis as the method used. Subsequently, the 
results of the analysis are presented. Our focus lies on 
the CCW’s prevalent understanding of autonomy and 
LAWS as well as on control, particularly concerning MHC 
in human-computer interaction. These conceptual clari-
fications are necessary foundational work for retaining 
human control of LAWS. Then, we give an overview of 
identified values with respect to the interaction with 
LAWS technology, putting them into relation with MHC 
as well as with each other. To gain a deeper understand-
ing of the crucial values, we illustrate correlations 
between respective values and dominant discourses, 
which may not always support an implementation of 
MHC. The work is concluded with a formulation of impli-
cations, a discussion of results, and an outlook. 

Related Work
Scholars of various disciplines are dedicated to LAWS 
and the question of human control. Most work focuses 
on autonomous weapons from a legal perspective with 
regard to international humanitarian law (IHL). Crootof 
[12], focusing on the applicability of international 
humanitarian law and accountability, reflects on the 
inherent imprecision of the concept of MHC, while 
stressing the need to interpret the evolving norm as con-
vergent with existing international law. Anderson [13]–
[15] elaborates on the applicability of the law of armed 
conflict on emerging technologies and explicitly argues 
against a ban of LAWS. Walker-Smith [16], concentrating 
on MHC, criticizes a human-biased view by pointing out 
that autonomous weapon systems can potentially limit 
lethal human behavior. Walsh [17] notices a concomi-
tant shift of accountability with the development of 
LAWS, increasingly including designers and program-
mers. Yet, these legal debates are often characterized 
by repetitive arguments, echoing difficulties regarding 
legal accountability while stressing the merit of existing 
international humanitarian law principles.1

Ethical perspectives stress that the technological 
advances towards more autonomous functions and sys-
tems, which are increasingly interacting with humans, 
need to be designed with more attention towards 
responsibility [18], [19], control [20], and effects on 
human dignity [21], thus arguing to limit the possible 
consequences on the lives of affected people [22], [23]. 
Scholars of ethics agree that LAWS run counter the prin-
ciple of human dignity as only humans can be moral 
agents that can take life-affecting decisions and be held 
accountable [21], [24]. Sharkey [25] introduces a classifi-
cation system of human supervisory control, which is 
adapted by Amoroso and Tamburrini [24], putting it into 
relation with the concept of MHC, as well as by Such-
man and Weber [26], who focus on autonomy of human-
machine configurations. Ekelhof [27], [28] asks for the 
feasibility of operational implementation of MHC, sug-
gesting other ideas like “distributed control” to be more 
practical. It can be identified that the discourse has 
moved towards discussing autonomous functions, espe-
cially regarding the target selection and target engaging 
process [24], [29]. 

Scholars of international relations and strategic securi-
ty [30]–[33] have discussed the strategic consequences of 
autonomy. On one side, autonomous systems are a cen-
tral part of the network-centric warfare (NCW) doctrine, 
which plans for autonomous weapon systems to increas-
ingly assist humans as human-machine teaming [34], [35]. 
However, the autonomy of armed systems is increasing 

1In contrast, Sehrawat [86] takes a minor position in the debate, arguing 
IHL principles to be ineffective for regulating LAWS.
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the pressure or even the likelihood of a first strike due to 
reduced conflict threshold, which might destabilize nucle-
ar deterrence. However, others like Cummings [36] refer 
to the advantages of automated systems over humans to 
carry out attacks due to the likelihood of human error 
under the stressful conditions of combat. 

To further the progress of work towards a limitation 
of harm, it is important to take a closer look at computer 
science and engineering, especially robotics. Linked 
publications are frequently interested in the develop-
ment of semi-autonomous drones [37], [38], machine 
learning techniques [39], and human-computer interac-
tion. Often focusing on civilian environments, some 
scholars pay special attention to disruptive situations 
[40] or warfare technology [41]. Still, many engineering 
studies are interested in optimizing automatic or autono-
mous processes and robotics, disregarding ethical ques-
tions or highlighting the potential of LAWS [42]–[45].

From the perspective of machine ethics, Canellas 
et al. [46] investigate the “mismatch between authority 
and responsibility in an exemplar military scenario 
[which] can still plague the human-AWS interactions.” 
The interaction of the autonomous system with its com-
plex environment during mission-related tasks is anoth-
er challenge for researchers. Thus Hägele et al. [47] 
introduce a real-time environmental situation risk 
assessment approach to improve the safe situational 
behavior of the autonomous system. Beside the value of 
safety, Chmielewski [48] tries to incorporate non-West-
ern values and stresses the need for an ethical evalua-
tion of the use of LAWS, referring to IEEE’s “Ethical 
Considerations in Artificial Intelligence and Autono-
mous Systems” [49]. Others focus on norm change initi-
ated by countries of the Global South [50] or gendered 
perspectives on autonomous weapon systems [51], [52]. 
The cognitive engineering approach [53] by Canellas 
et al. [46] is one of the few works that has analyzed dif-
ferent understandings of MHC and concrete options, 
realized in human-computer interaction. The authors 
highlight implications for function allocation to 

autonomous systems vis à vis human operators, derived 
from definitions of MHC [46]. Yet, interested in estab-
lishing MHC in warfare human-machine interaction, they 
disregard important questions regarding software and 
interface design and take a less critical stance by 
assuming definitions to be exogeneous. 

Value-Sensitive Design (VSD) as a “theoretically 
grounded approach to the design of technology” serves 
to investigate the discourse on LAWS and thus helps to 
fill these gaps [54]. Friedman et al. [54] define values as 
“what a person or group of people consider important in 
life.” Usually, a VSD design process consists of three 
types of investigations: conceptual, empirical, and tech-
nical. For this paper, only the conceptual investigation is 
of relevance. Such an investigation aims at understand-
ing the interests and conflicts across the stakeholders’ 
debates within their cultural and strategic contexts [54]. 
Moreover, it proposes approaches to mitigate conflicts 
and prioritize values in trade-off situations. Within the 
scope of this study, VSD is thus used to understand the 
stakeholders’ interests and values towards the control 
of autonomous weapon systems. VSD in the context of 
autonomous weapons systems has also been used by 
Asaro [55], taking important work on autonomy by Cum-
mings [56], [57] into account, referring to her concept of 
automation bias and the VSD-study of the cruise missile 
Tactical Tomahawk [58]. Thornton et al. [59], de Sio and 
van den Hoven [20], as well as Umbrello [19] use the 
VSD method on autonomous vehicles and AI, arguing 
for human-centered approaches like MHC in civilian 
innovation as well. Our analogous approach tries to 
grasp challenges of today’s discussion of LAWS. 

This work is a contribution to the field of IT peace 
research [60], [61] as well as natural science/technical 
peace research [62], [63]2 and sheds light on technolo-
gy’s normative and social effects in crisis and conflict. 
While Verbruggen et al. have dedicated several papers to 
autonomous weapon systems, following a more reflective 
and open research path [64], this work contributes by 
incorporating VSD. So far, only one contribution focusing 
on LAWS and VSD exists: Verdiesen asks for moral values 
which are important to military personnel and the public, 
disregarding the merit for a more critical, deconstructivist 
stance [65]–[67]. Finally, this work aims at offering inter-
disciplinary social scientific approaches, like Pugliese’s 
[68], and technical perspectives, like Arkin’s [42], towards 
challenges for international security.

2As Altmann states, “[n]atural-science/technical research for peace, inter-
national security, arms control and disarmament is applied research with 
the intention to support the political processes of preventing war, reducing 
armament, building confidence and diverting financial and human resourc-
es from military to civilian purposes, in particular for solving urgent global 
humanitarian problems”. It “is a broad field of research that deals with the 
role of natural scientific and technical possibilities in the context of war 
and peace, armament and disarmament” [62]. 

Ethically, lethal autonomous weapons 
run counter the principle of human 
dignity as only humans can be moral 
agents that can take life-affecting 
decisions and be held accountable.
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Theoretical Background
We chose to analyze MHC with regard to LAWS from a 
perspective of the Value-Sensitive Design (VSD) 
approach. Shedding light on LAWS’ inscribed attributes, 
we follow the VSD approach by Friedman et al. [69]. VSD 
yields theoretical and methodological implications by 
assuming more or less abstract values to be reflected in 
interfaces or software and thus indicate the need of 
interpretative work [70]. Thereby, we understand values 
in affirmation of the definition of Friedman et al. [54] as 
norms or standards assessed by a collective while 
neglecting values as norms by individuals. These val-
ues, also supporting a common understanding by VSD 
scholars, do not necessarily have to be explicitly moral 
values [54]. Following this approach, we consider the 
design process to be especially relevant with respect to 
the interaction between human operators and LAWS, an 
assumption that is already prevalent in debates about 
the regulation of autonomous weaponry [20], [46], [57]. 

In this work, we focus on the first and fundamental 
step of the three-pronged iterative approach, i.e., concep-
tual investigations of LAWS [58]. Here, we search for val-
ues incorporated into LAWS, which may be competing 
against each other due to different stakeholder positions 
across the CCW arena [69]. Thus, we pose the question: 
“What values can be derived for MHC from the stakehold-
ers’ discourse in the 2018 Group of Governmental 
Experts on Lethal Autonomous Weapons Systems?”

Hence, we are interested in approaching MHC in 
relation to its empirical context, constituted by vari-
ous perspectives in the CCW debate, which reflect dif-
ferent values, and broader discursive narratives. 
Understanding the expert’s group debate as well as 
the diverse notions of MHC also allows the formulation 
of implications or priorities in technology development 
as well as for the regulation and control of increasingly 
autonomous weapon systems. Answering our research 
question, we investigate the CCW GGE’s divergent con-
ceptual understandings of MHC of LAWS (first gap). 
The divergent understandings of human-LAWS interac-
tion can be deconstructed by choosing the theoretical 
perspective of VSD (second gap) as well as a thorough 
the investigation of CCW-relevant socio-technological 
values and their interrelatedness (third gap). Our anal-
ysis of influential discourses and values leads to the 
formulation of implications for the design of LAWS 
(fourth gap).

Research Design
As we are interested in the question of how to retain 
MHC of LAWS, we focused on the Group of Governmen-
tal Experts on LAWS, which meet in the forum of the 
Convention on Certain Conventional Weapons. These 
experts constitute the most relevant international body 

dedicated to understanding respective human-machine 
interaction in a military context, and it is the main orga-
nizational forum for the conceptual debate regarding 
autonomy and control with respect to lethal weaponry. 
To answer the question of how MHC may be achieved 
within this forum, we choose a discourse analytical 
approach, grasping mindsets and conceptualizations of 
the stakeholders. Our sample and method of analysis 
are presented in the following.

Data Collection
We concentrated on documents of the 2018 Group of 
Governmental Experts on Lethal Autonomous Weap-
ons Systems (LAWS) (GGE on LAWS), thus restricting 
our sample to working papers and statements by states 
as well as non-governmental actors, which were formu-
lated in the course of the first meeting, taking place 
from April 9 to 13, 2018, and the second meeting, held 
from August 27 to 31, 2018 [71]. In sum, we analyzed 43 
documents (see Table 1). The number of member coun-
try statements needed to be reduced, not at least due to 
repetitiveness of content and to reflect actors’ relative 
dominance in the discussion. Thus, we included strong 
positions of U.S. and European countries such as the 
U.K. As Western countries’ statements were more fre-
quently represented and accessible, our selection of 
country statements tried to reflect a certain unequal dis-
tribution of participation. China’s and Russia’s positions 
were reflected in the working papers they submitted. 
Special attention was given to the U.S. due to their preva-
lence in the development of LAWS and network-centric 
warfare. To reflect transnational work done in the arena 
of the GGE on LAWS, we included statements by debate-
steering non-governmental actors, again mirroring the 
diversity of positions as well as dominance in the dis-
course. We also regarded positions of military-relevant 
industry partners and marginalized critique by whistle-
blowers. This was useful to gain more insight into discur-
sive narratives and actors’ positions, serving as points of 
reference for participants of the CCW expert group. 
While the number of documents by non-state actors may 
seem high in comparison to GGE documents, the latter 
were considerably longer and offered more in-depth con-
tent. All sources are accessible online. 

To still be able to hold humans 
responsible, a special focus on human 
machine “touchpoints” is needed. 



40 IEEE TECHNOLOGY AND SOCIETY MAGAZINE      ∕   D E C E M B E R  2 0 2 0

Data Analysis
For the analysis of data, we used the open-source soft-
ware of R, in particular RQDA [72], allowing for a qualita-
tive analysis of text files. Following our theoretical 

assumptions of discursivity, we conducted a discourse 
analysis, inspired by Fairclough’s Critical Discourse 
Analysis of communicative events [73]. Textual docu-
ments, like the working papers and statements by states 

Table 1. Overview of Sample
Title (abbreviated) Parties Number and Type of Document

CCW/GGE.2/2018/WP.1  
CCW/GGE.2/2018/WP.2  
CCW/GGE.2/2018/WP.3  
CCW/GGE.2/2018/WP.4  
CCW/GGE.2/2018/WP.5  
CCW/GGE.2/2018/WP.6  
CCW/GGE.2/2018/WP.7

United Kingdom
Estonia and Finland
France
United States of America
Brazil
Australia
Austria, Brazil, Chile

7 CCW working papers of the first 
(April’18) meeting

CCW/GGE.1/2018/WP.1  
CCW/GGE.1/2018/WP.2
CCW/GGE.1/2018/WP.3 
CCW/GGE.1/2018/WP.4  
CCW/GGE.1/2018/WP.5  
CCW/GGE.1/2018/WP.6 
CCW/GGE.1/2018/WP.7 

Venezuela, Non-Aligned Movement
Argentina
Poland
United States of America
Intern. Committee of the Red Cross
Russia
China

7 CCW working papers of the 
second (August’18) meeting

LAWS6b 
LAWSGeneralExchange 

Brazil, Estonia, Pakistan, UK, Israel
Australia, EU, Canada, Germany-
France, Republic of Korea

10 country statements (5 on agenda 
item 6b, first meeting, 5 of the 
general debate) 

Guidelines for the human control of weapon 
systems
International law and the standard of human control 
in weapon systems
Statement to the Convention
AI in Weapons: The Moral Imperative for Minimally-
Just Autonomy

N. Sharkey (International Committee 
for Robot Arms Control, ICRAC)
T. Chengeta (South African 
Research Chair in Intern. Law)
Campaign to Stop Killer Robots
J. Scholz & J. Gaillott (Trusted 
Autonomous Systems Defence 
Cooperative Research Centre & 
University of South Wales, Canberra)

4 CCW documents by non-
governmental parties

Report of the 2018 session UN CCW GGE 1 summary report of both meetings

List of Participants, LoP Addendum UN CCW GGE 2 informative notes

DoD Directive Number 3000.09
AI Next Campaign Explainable 
Artificial Intelligence
Safer, smarter, faster: An interview with Gen. 
James McConville

US Department of Defense 

US Army

4 documents of specific US position 
(1 DoDD-Directive, 2 DARPA 
websites, 1 army interview)

Google says it won’t use AI for weapons
The Wired Interview: iRobot CEO Colin Angle
Lockheed Martin and Drone Racing League 
Launch Groundbreaking AI Innovation Challenge 
The new recruitment of AI experts to significantly 
strengthen Samsung’s AI R&D capabilities
AI is the next step for robots – A Conversation with 
Nicolas Boudot
US Drone Program Whistleblower Explains Why 
She Spoke Out
Brandon Bryant: “Ramstein is absolutely essential”
Don’t fear my robots, says the Boston Dynamics 
founder who makes machines that drive the 
internet wild

CNN
The Wired
Lockheed Martin

Samsung

Dataconomy

Global Research

Das Erste/NDR
Business Insider

8 newspaper articles (interviews) 
and press releases
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on autonomous weapons systems, may contribute “to 
the construction of systems of knowledge and meaning” 
[73]. For the qualitative analysis of text files, codes were 
developed abductively. The codes are derived from the 
documents and also take into consideration the existing 
literature regarding network-centric warfare. Network-
centric warfare conceptualizes an technology-oriented 
strategy of warfare being particularly time- and space-
oriented, forming a decentralized network of 

synchronizing entities and man-machine teaming [34], 
[35]. Codes were also grouped by the three code catego-
ries humans and LAWS interaction, socio-technological 
values and embedding discourses, the latter comprising 
military discourse as an important sub-category of 
LAWS-embedding discourses. Hierarchical relationships 
were noted in the respective memos and are visualized 
in this work (see Figure 1). Because the derivation of 
inter-code relationships proved costly, we chose to rely 
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FIGURE 1. Code categories “humans&LAWS,” “Embedding discourses” and “tech_values.”
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on the R text mining package tm [74] as well as related 
packages to grasp relationships of proximity of word 
stems. To look for associations of word stems, the text 
corpus was split into 230 files. Punctuation and num-
bers were removed, and a rather simple algorithm 
reduced words by cutting of suffixes.

Results

Autonomy and LAWS
To gain a deeper insight of the dominant conceptual 
and empirical understanding of autonomy and LAWS, 
we created “autonomy” as a code for covering all 
instances in the CCW discourse in which the respective 
signifier was named and its meaning temporarily fixed. 
We also coded phrases describing defining characteris-
tics of LAWS with “laws_def_char.” To approach not only 
what is conceptually envisaged with respect to autono-
my and LAWS but also how these concepts may materi-
alize, we created the codes “tech_specifics” and 
“tech_analogies.” These four codes all fall under the 
code category humans and LAWS interaction. 

We retrieved 168 codings for “autonomy,” and while 
these were often made with references to humans not 
being “in the loop” anymore or the general problem of 
defining and differentiating between autonomy and its 
various degrees, one can notice a recurrent focus on 
autonomy as a function. The following references were 
found: “using a weapon with autonomous functions” 
(WP4-US), “[s]ystems with advanced artificial intelligence 
and enhanced autonomous functions” (GenEx-AU), that 
“its understanding changes with shifts in the technology 
frontier, and different functions of a weapons system 
could have different degrees of autonomy” (Summa-
ryReport), that “[a]utonomy is in and of itself a function” 
(WP5-BR), that “some semi-autonomous machines can 
have highly autonomous critical functions while highly 
autonomous machines can have no or limited autono-
my in critical functions” (SummaryReport).

Thus, within the CCW debate, it becomes a clear 
objective to focus on autonomy of such critical func-
tions. As critical functions, “different parts of the 

targeting cycle” (SummaryReport) are to be taken into 
consideration. Especially, functions of selecting and 
attacking targets are looked at critically. Out of 168 cod-
ings regarding “autonomy,” 56 were specifically referring 
to selecting and targeting as critical functions. This is 
illustrated in documents by various actors, pointing out 
that “[t]he ICRC has correctly noted that the main and 
perhaps what states should be concerned about charac-
teristic of AWS is that they have autonomy in the critical 
functions of selecting targets and attacking without 
human intervention” (SARCIL). The United Kingdom also 
stressed that “many participants [had] call[ed] for 
human control of ‘critical functions,’ often specifically 
referring to ‘select and engage,’ but it was unclear pre-
cisely what these terms mean” (WP1-UK). 

Looking at empirical references to technological spe-
cifics, it is referred to “[p]attern matching algorithms […] 
used for target selection (WP2-ES/F) or weapons with 
advanced sensors such as millimetric wave radar 
[that] can operate beyond visual range (for example, 
the AIM 120 Advanced Medium-Range Air-to-Air Missile 
(AMRAAM)) or engage multiple targets from a single 
platform (such as Hellfire or Brimstone guided missiles)” 
(WP1-UK; own emp.). 

In general, sensors are often named as crucial fea-
tures of LAWS: “Computers can enable machines to 
respond to inputs from sensors through an application 
of the algorithms or other processes with which they 
have been programmed” (WP4-US); “[e]ach munition is 
equipped with heat and radar sensors which can scan a 
200m diameter area. If a target is detected, the war-
head is activated; otherwise it self-destructs” (Summa-
ryReport). These statements, as well as others such as 
– “[t]he projectile has sensors that allow it to identify 
the target that the human operator intends to hit, and 
computers and guidance systems that allow it to select 
and engage that target” (WP4-US) – yield two implica-
tions. On the one hand, the CCW discourse treats the 
detection or identification of a target as part of select-
ing it, constituting them as one process of selection. 
Within the CCW discussion, the International Commit-
tee of the Red Cross noted that a “weapon system with 
autonomy in its critical functions” is one “that can 
select (i.e. search for or detect, identify, track, select) 
and attack (i.e. use force against, neutralize, damage or 
destroy) targets without human intervention” (WP5-BR, 
ICRC). Thus, detection or identification is seen as a syn-
onym or subcategory, respectively, for selecting. This 
already implies the significance of an autonomous 
identification of a target with respect to its actual, fixat-
ing selection. 

On the other hand, it becomes clear that the identifi-
cation or detection of targets is another critical function 
which is to be distinguished from the ultimate selection 

The identification or detection of 
targets is another critical function 
which is to be distinguished from the 
ultimate selection of a target.
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of a target. The interpretation of the statements indi-
cates that detection is a critical function belonging to 
the targeting cycle, preceding the actual selection and 
subsequent attack of a target. Numerous statements 
point to the detection and identification of a target, 
while most times they do not offer explanatory details: 
“Both primary sensors (laser scanners, millimeter-wave 
radars, hyperspectral imaging, etc.) and signal process-
ing Algorithms” (WP2-ES/FI); “the Lightweight Counter 
Mortar Radar can identify indirect fire threats by auto-
matically detecting and tracking shells and backtracking 
to the position of the weapon that fired the shell” 
(WP4.2-US).

Besides these functions belonging to the targeting 
cycle, CCW participants also pointed to other tasks that 
may be categorized as autonomous. These are support-
ive tasks like “cyberattack warning, supply chain logis-
tics” (DARPA_2) or automatization of (US) Department of 
Defense “business processes, such as security clear-
ance vetting or accrediting software systems for opera-
tional deployment” (DARPA_2), for accident prevention, 
i.e., ground collision (WP4-US), or logistical calculations 
(WP1-UK). 

In general, references that were made with respect to 
autonomy of certain critical functions stressed repeti-
tively that a weapon system might consist of autono-
mous as well as non-autonomous parts and functions, 
e.g., “weapon systems that have been deployed still 
require human remote authorization to launch an attack 
(even though they may identify targets autonomously)” 
(ICRC/WP5-BR). At the same time, CCW participants did 
not omit referring to autonomy’s different degrees. 
Often, autonomy of a system meant automatization of 
processes, but references to artificial intelligence and 
machine learning, indicating self-learning capabilities 
and independence, were also prevalent (WP2-ES/FI). No 
references regarding specific types of deep learning 
algorithms or the like were made. 

Human-Computer Interaction
To understand the dominant and respective marginal 
counter-discourses on human-LAWS interaction across 
the CCW debate, we created and organized the codes in 

a continuum with technological anthropomorphization3 
and MHC at its extremes (see Figure 2). The first stage 
defines human-LAWS interaction to be dependent on 
technology’s “behavior,” treating technology as an 
essential being with human-like features (e.g., intelli-
gence or decision-making authority). In contrast, MHC, 
at the other end of the continuum, implicitly assumes a 
hierarchical relationship between humans and technolo-
gy, with humans having legitimate authority over tech-
nology as an instrument. We only marked phrases 
specifically referring to MHC with the respective code, 
while all other statements regarding control (without fur-
ther conceptualization as meaningful) where marked 
accordingly (i.e., “control”). 

The code “powerful_tech” was used to grasp state-
ments that indicated perceiving technology (and techno-
logical development) as a driving force while not 
anthropomorphizing it. In cases where perceptions of 
“both sides” (technology versus human) were used, they 
weighted each other out to “interaction,” reflecting a 
rather equal relationship. This code was naturally also 
used when actors explicitly referred to interaction as a 
relationship. The code “human_above_machine” refers 
to a hierarchical relationship of humans, yet not neces-
sarily being always in control. It is important to note that 
this process heavily focused on linguistic formulations, 

3It would have been plausible to put “autonomy” as the contrary extreme 
to “MHC.” Yet, this code was used massively across documents, including 
reflections on definitory issues and demands for constraining LAWS. Thus, 
we created a code to reflect anthropomorphized illustrations of technology.

0 10 20 30 40 50 60 70 80 90 100
(%)

19.13% 8.25% 23.3% 24.75% 21.34% 3.23%

tech_anthro powerful_tech interaction human_above_machine control mhc

FIGURE 2. Continuum of human-LAWS relationship (100% = 1,176 codings).

Adherence to principles of 
international humanitarian law  
are a dominant reference point  
for evaluation. 
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assuming that language shapes actors’ perceptions of 
human-LAWS interaction [3].

Speaking in relative terms, statements indicating 
hierarchical relationships of humans and subordinated 
technology were found almost twice as often as state-
ments supporting the autonomy of technology (49% ver-
sus 27%). At the same time, “interaction,” as a rather 
neutral or non-hierarchical position, made up roughly a 
quarter (27%) of the respective human-LAWS interaction 
statements. This indicates that perceiving humans to be 

superior to technology is the dominant view within the 
CCW GGE forum. These relative frequencies yield sever-
al implications: First, it becomes clear that explicit MHC-
related statements are very rare (in absolute as well as 
relative terms). This reflects that despite its initial trendi-
ness as an ethical-legal buzzword [6], [75], CCW GGE 
participants are rather uninterested in highlighting MHC. 
In cases of referring to MHC, it is either done by a non-
governmental participant like the Campaign to Stop Kill-
er Robots (GGE_CTSKR) or the ICRC, elaborating on the 
concept in a more detailed manner (WP5.2-ICRC). When 
used by states, MHC is framed to be important merely 
by (potential target) states which are dedicated to a ban 
of LAWS, like Pakistan or Brazil. In such cases, stronger 
normative terms were used: “The task for the GGE now 
should be to ascertain the scope and extent of human 
control necessary to address the various concerns asso-
ciated with LAWS to ensure that it is meaningful” (6b-
PAK); “[t]he proposal that humans retain ‘meaningful 
control’ over LAWS seems to us the most promising ave-
nue to explore” (6b-BR). Other nation-states’ representa-
tives do not seem similarly interested in the MHC 
concept, disregarding the concept considering its level 
of abstraction and necessity: “[I]t becomes difficult to 
provide a technical statement of meaningful human 
control. […] To be meaningful, human control does not 
necessarily have to be exercised contemporaneously 
with the delivery of force. […]” (WP2-ES/FI).

The U.S. also relativizes the conceptual impact of 
MHC, as “an operator might be able to exercise mean-
ingful control over every aspect of a weapon system, but 

if the operator is only reflexively pressing a button to 
approve strikes recommended by the weapon system 
[…]” (WP4-US). Pointing out its lack of value because of 
its conceptual unclarity functions as a devaluation 
mechanism of the MHC concept across the CCW dis-
course: “‘Control’ and ‘judgment’ are, however, flexible 
terms, even when qualified by adjectives such as ‘mean-
ingful’ […], […] used […] to signify different things” 
(6b-Estonia). Most decisively stated, MHC “or a similar 
notion” is not considered “to reflect a new or emerging 
norm of international law” (6b-Estonia), while one par-
ticipant seems to regret “exploring the scope of mean-
ingful human control in the delegation of decisions to 
intelligent machines instead of what we must regulate 
on LAWS” (GenEx-KO, own emp.). 

Nevertheless, the widespread references to human 
control stress the respective participants’ underlying 
interest in a hierarchical relationship, with human oper-
ators controlling LAWS to varying degrees. As laid out in 
the following section, “Socio-Technological Values of 
LAWS,” such control may be associated with various val-
ues, with the latter being regarded as defining charac-
teristics of the concept of MHC. Thus, even though 
actors show little support of the concept, they widely 
refer to technological requirements defining the concept 
of interest [75].

Third, while dominantly retaining human-focused 
arguments within the CCW debate, there are still a con-
siderable number of statements carrying a supportive 
notion of technology, i.e., perceptions of technology as 
a societal driving force or as essentially being. Phrases 
that were coded as “tech_anthro” or “powerful_tech,” 
respectively, show such instances: “The development of 
artificial intelligence (AI) should be seen as a logical 
process in computing science,” while demanding that 
“the discussions on LAWS must reflect the undeniable 
direction of technological development” (WP2-ES/FI). 
Interest in the support of LAWS and related AI technolo-
gy is further formulated, declaring “the system would be 
capable of defining and thereby deciding the ultimate 
goals of its functioning, very much like humans do” 
(WP2-ES/FI), peaking in the following explicit statement 
for implementation: “The level of abstraction of comput-
ing keeps getting higher and higher, leading towards 
increasing possibilities for various levels of machine 
autonomy. Past experience has shown that once new 
technology proves to work, society quickly adopts it, and 
later its use becomes the accepted norm” (WP2-ES/FI). 

While remarks that were coded by “interaction” may 
also imply characterizations of technology, they also 
suggest a more reflective awareness of interactional 
relationships between humans and LAWS as well as 
related effects: “[T]he way humans use machines and 
interact with them is changing […] [because] [i]n 

Control of autonomous systems 
matters, however, with divergent 
implications on how, what (regarding 
the function and situation), and in 
which circumstances.
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complex systems the human role will have various pos-
tures in relation to the machine” (WP2-ES/FI). 

Socio-Technological Values of LAWS
The NGO Article 36 has issued a briefing within the CCW 
forum [75], in which it points to the question of value-
sensitive design while identifying certain “key elements” 
for MHC: 1) predictability, reliability, and transparency of 
technology; 2), information accuracy regarding planned 
outcome, operation, function of technology, and context 
of use; 3) “timely human action and a potential for timely 
intervention,” and 4) “accountability to a certain stan-
dard” [75]. We assume such elements of MHC to be 
implementable into technology. Our analysis reveals 
more important values and looks for mutually tense and 
supportive relationships, respectively, to put them into 
context. Thus, we identified 23 values and looked for fre-
quencies and locations of occurrences (see Figure 3).

The codes “accountability,” “cultural_issues,” “gen-
der,” “scope,” “time,” and “verification” were not always 
used for the explicit description of technology, but also 
with respect to general procedural issues. Yet, such 
phrases implied that participants found the respective 
characteristic very important. Therefore, they are includ-
ed as relevant socio-technological values that are 
reflected in the conceptualization of LAWS and interac-
tion. The other value-grasping codes were linked direct-
ly to technological requirements. 

Most crucial are the codes “time,” “predictability,” and 
“reliability” (77, 74, and 70 codings). Additionally, referenc-
es coded as statements regarding “productivity” (n = 64), 
“accountability” (n = 58), “explainability” (n = 53), or “safe-
ty” (n = 50) could be made out at a relatively high frequen-
cy, while CCW documents surprisingly referred to issues 
of (human) “intervention” (n = 21) or an accurate flow of 
information (n = 14) only at a relatively moderate rate. Yet, 
not every technological requirement considered necessar-
ily has a supportive impact with respect to the establish-
ment of MHC. Thus, we screened arguments pointing out 
MHC or human control. 

For example, a statement formulated by Brazil stress-
es that “meaningful human control can only be 
achieved if the role of the human […] is such as to 
ensure […] the capacity to intervene and override 
machine functions when operationally possible” (6b-
BR, own emp.). Furthermore, the non-governmental 
actor ICRAC defines “sufficient time for deliberation on 
the nature of targets […] [as one of the] necessary condi-
tions for meaningful human control of weapons” 
(ICRAC-WP3, own emp.).

Besides having the possibility to intervene — also 
with respect to the issue of time — France, perhaps tak-
ing a less critical stance on LAWS compared to ICRAC, 
points out with regards to “[d]eveloping autonomy and 
human-machine interaction” that [t]he human command 
must be aware of and be able to assess system 
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reliability and predictability” (WP3-FR, own emp.). 
Assuming reliability and predictability as well as issues 
of “time” and “intervention” to be foundational for MHC, 
we further analyzed the CCW discourse with respect to 
associations between these values. As RQDA did not 
offer a convenient approach for testing inter-code rela-
tionships [76], we alternatively proceeded with text min-
ing and a search for word associations. A word cloud 
(see Figure 4), visualizing all word stems which occurred 
at least 70 times, reflects similarity of codes and rele-
vant words.

Consequently, we screened the CCW corpus for asso-
ciations occurring at least by 30% with respect to predict-
ability.4 This revealed first that “predict” is sometimes 
associated with aspects relating to the question of MHC. 
For example, “agency” (56% of all occurrences of “pre-
dict”), “dignity” (46%), “human control” (43%), “moral” 
(34%), or “ethical” (30%) are associated with predictabili-
ty. Second, testing for associations also showed that pre-
dictability is often (78%) associated with reliability. 
Similarly, reliability is often associated across CCW docu-
ments with control (“software control,” “human control”) 
or agency (42%), “trustworthy” (70%) as well as “knowl-
edge” (43%) or “consequence” (38%). At the same time, 
“intervention” may be associated by at least 30% with 
“overriding” (46%), “capacity” (38%), “conscious” (37%) 
and “constrain” (38%).

As the preceding coding process revealed, “time” was 
not only coded referring to statements directed at values, 
but also with respect to elaborations on warfare (as well 
as less substantially laden phrases like “in the 
meantime,” “at the same time”). Thus, there are many 

words associated with “time,” among which some like 
“faster” (36%), “able” (31%), or “deliberately” (30%) indi-
cate the issue of time pressure and necessity of time to 
intervene or decide, respectively. Yet, besides pointing to 
enough time as a requirement for human control of 
LAWS, associations of “time” also already reflected the 
signifier’s relevance of the current military discourse (see 
section, “Influencing Discourses.”).

Another group of values named across CCW docu-
ments did not seem to support the actual implementa-
tion of MHC. Among these was precision, which is 
associated by 53% with efficiency, and military terms 
like “troop” (52%), “military” (33%) and “Afghanistan” 
(48%), “Syria” (33%), “Iraq” (30%), “Libya” (48%). At the 
same time, precision was comparatively often used 
along empirical examples of LAWS like “torpedo” (38%) 
and negatively-laden words like “cruel” (48%) or “deteri-
orating” (33%). Similarly, efficiency was sometimes 
associated with the same words as well as “easier” 
(47%), “cost” (34%), or “kill” (34%). Screening for associ-
ations also suggests efficiency-related phrases not be 
formulated alongside issues of control, ethics, and inter-
national humanitarian law. 

The third group of codes within the category of val-
ues seemed to be neutral towards MHC, as the coding 
process suggested. Values like “feasibility,” “suitability,” 
and “sustainability” were present across documents, yet 
the respective substantial understanding of these fea-
tures did not become clear straightforwardly. Looking at 
other word occurrences along feasibility raised the pos-
sibility of it constituting an empty signifier [77], rather 
reproducing cost-effective ratio instead of proactively 
supporting MHC (cf., 34% “rule,” 31% “advantageous,” 
32% “commercial,” 40% “applicable,” 31% “certified”). 

Influencing Discourses
As our work carries discourse theoretical assumptions, 
i.e., of discourses reproducing mindsets and practices, 
we checked for codes referring to overarching societal 
topics or thematic areas. Figure 5 reveals dominant 
trains of thought functioning as points of reference 
throughout argumentative structures. 

“Ethics” as a structuring discourse of MHC was coded 
almost 400 times across CCW documents. The frequen-
cy shows how ethical vocabulary serves as a dominant 
frame for discussion. The relevance of ethics as a guid-
ing discourse is also illustrated considering respective 
sub-codes “hum_responsibility” (n=121) or “HL_princi-
ples” (n=205), with the latter clarifying the close link 
between ethics and law (“intern_law” n=349). While Paki-
stan states that “its [LAWS’] use should be considered 
unethical and unlawful” 6b-PAK), paralleling law and eth-
ics, other remarks stress the normativity of law due to its 
causal links to ethics by respectively as well as actively 

4As we conducted a word stem analysis, we eliminated numbers, punc-
tuation, and capitalization. At the same time, words were reduced to their 
stems. Thus, any associations presented here, are the respective co-occur-
rences of stems (e.g., “predict” instead of predictability or predictable and 
“effici” instead of efficiency or efficient). 

FIGURE 4. Cloud of word stems occurring at least 70 times.
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demanding vocabulary: “All weapons systems must 
comply with International Law in general and, in particu-
lar, with International Humanitarian Law and with Inter-
national Human Rights Law” (WP5-BR, own emp.) and 
“[w]e believe that any legal discussion about LAWS should 
centre on compliance with International Humanitarian 
Law, including the obligation for all States to ensure the 
lawfulness of their weapons, means and methods of war-
fare. These should be our constant reference points” 
(GenEx-CA, own emp.).

Besides ethics and law, we identified “economics” (n = 
167) and the military discourse consisting of military sig-
nifiers (“mil_operating_structure” n = 249, “warfare” n = 
175) and indicating military logic (“military_advantage” 
n = 149) to function as structuring forces. While “dual_
use” (n = 88) constitutes a sub-code of the economic dis-
course due to its recurring references to R&D in the 
civilian sector, the code “NCW” (n = 164) is grasping all 
phrases related to the so-called network-centric warfare. 
However, the code “NCW” is formed the military dis-
course, it is also influenced by economics [34], [35]. 

Thus, we categorized thematic reference points by 
four subjects, forming two interrelated pairs: law and eth-
ics as well as military discourse and economics. 
These pairs are not only illustrated in the text 
documents (see Figure 6), but also inspired by 
NCW-literature [34]. When looking at the word 
stem associations of “law,” we did not find any 
immediate reference to ethics. Yet, there are 
associations with “humanitarian” (50%), “princi-
ple” (45%), “mean” (31%), and “remind” (34%), 
indicating the cognitive work of ethics. When 
testing for word associations of “ethics,” it is 
revealed that “ethic” is very often used along 

“predictability” (50%) and “unexpect” (32%), thereby 
indicating that ethical arguments are associated with the 
value of predictability or vice versa. Furthermore, “ethi-
cal” is associated across the CCW corpus with “disobey” 
(50%), “nonacceptable” (50%), and “question” (32%), all 
reflecting on the option of intervention regarding deci-
sion-making (37% “decision”). At the same time, 
“ethics” is also associated with the value of suffi-
cient time (32% “acute”). 

Associations of “military” did not point to any of the 
dominantly stated values. Yet, besides references to 
weaponry (“laser-guided,” “microcomputer,” “bomb,” 
“radar”) or military vocabulary (“battlefield,” “subma-
rine”), it is mostly associated with “civilian” (44%), “harm” 
(35%), “accuracy” (34%), and “collateral” (33%). These 
word stems point to the humanitarian principle of distinc-
tion as well as the technological value of “precision” (or 
“accuracy”). Both associations of “command” and 
“advantage” neither refer to values like “predictability,” 
“reliability,” “time” or “intervention.” Rather, they are also 
associated with military vocabulary as well as with rela-
tively diffuse values like “appropriate” (35%, ~”suitability”), 
“initially defined” (41%), “feasibility” (31% with “advantage”), 
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and again with precision (i.e., “accuracy” 51%). Associa-
tions of “efficiency” neither revealed any reflections of 
values related to MHC. Instead, paragraphs deal with 
“cost” (34%), “war” (58%), “military” (67%), but also with 
“precision” (53%) and “quick” (30%), reflecting current 
NCW-ratio.

Con!icts of Interest in Implementation of MHC
Our analysis revealed a variety of new findings, some of 
which reside on a higher level of abstraction while oth-
ers are more closely tied to existing practices and mate-
riality. Independent from their theoretical-practical 
position, our results yield various implications with 
regards to the question of conflicts of interests regard-
ing the implementation of MHC:

a) Time, predictability, and reliability, associated with 
each other to varying degrees, are credited to be the 
most important values incorporated into emerging 
technologies.

b) Accountability, explainability, and potential for inter-
vention are recognized to support MHC. 

c) In contrast, efficiency and precision are suggested to 
have an ambiguous relationship with affirmative values. 

The following section discusses the results with 
regard to the ongoing debate on the regulation of LAWS. 
Additionally, it is useful to consider not only this paper’s 
results but also existing limitations. This allows for an 
outlook as well.

Implications
Analysis of recurrent understandings of both autonomy 
and LAWS across CCW GGE discussions revealed dis-
agreement among the parties as well as a focus on the 
targeting cycle and its “critical functions” (see “Results: 
Autonomy and LAWS” section). To retain MHC, it seems 
helpful to reach a consensus on working definitions by 
concentrating on critical functions of engaging and the 
different steps of selecting and targeting. Second, look-
ing at autonomy and LAWS understandings, parties may 
need to find some common ground with respect to 
empirical examples of LAWS while at the same time 
being aware of risks of transparency. 

Approaching underlying perceptions of human-
machine interactions again revealed the necessity to be 
conscious about automation bias and blinded views 
on technology (see “Results: Human-Computer Interac-
tion” section). Even though the establishment of MHC 
relies on human-centric arguments, our analysis offers 
the added value of reflective positions on interacting 
networks. To still be able to hold humans responsible, 
a special focus on human machine “touchpoints” is 
needed. The research by Brown et al. [78] allows a first 

glance at the CCW GGE debate in this respect. In con-
trast to Verdiesen’s work [67], our chosen VSD-perspec-
tive poses a first approach to the CCW GGE parties’ 
understanding of MHC-relevant technological features. 

Even though the stakeholders might not agree on 
Meaningful Human Control as a concept, the issue of 
control is at the heart of the debate [20], [21]. Regarding 
human control, a sufficient amount of time to intervene 
was found to be one of the most important technological 
requirements (see “Results: Socio-Technological Values 
of LAWS” section). To incorporate this feature of human-
controlled LAWS, such weapon systems need to be 
designed accordingly. It is therefore critical to avoid 
automatization of firing when identification is seen as 
successfully completed. Options of multi-channel com-
munication between operator and system are already 
under research [41]. Yet, with respect to assuring MHC, it 
is a) important to ensure the option of intervention, while 
b) active confirmation or denial of an attack might 
reduce the risk of technology-biased behavior. Thus, 
designing an interface offering (obligatory) yes/no-options 
with regards to an attack may ensure human authority. At 
the same time, values like reliability, predictability, infor-
mation accuracy, or explainability might be carried by a 
usable interface, offering transparent listing of target 
detection processes. Situational awareness by command-
ers, consisting of some of the named requirements, is 
crucial for the meaningful human control of autonomous 
weapon systems [79], [80]. MHC can only be enforced 
with sufficient training of the human operators [24].

The expert group’s debate mainly focused on the 
fifth phase of the targeting process, in which the mis-
sion is planned and executed, entailing the F2T2EA 
cycle of “find, fix, track, target, engage, and assess” 
[28]. As “[i]t is during this phase that the selected lethal 
or nonlethal means will be used[,] […] this is the phase 
[the debate is] focused on the most” [28]. With respect 
to the detection of a target, training of deep learning 
algorithms should ensure both reliability and predict-
ability by systematically recording and evaluating single 
steps. Regarding machine learning, it may also be nec-
essary to discuss implications of diverse degrees of 
depth, i.e., representation and abstraction of layers. A 
focus on testing indicates, as do our findings referring 
to the importance of verification and validation of soft- 
and hardware, that procedures apart from the planning 
and execution phase, on which the debate has mainly 
concentrated, are critical to ensure predictable and reli-
able execution of the targeting process.

As our work on the debate’s surrounding and influenc-
ing discourses shows, international humanitarian law 
principles are still a dominant reference point for evalua-
tion (see “Results: Influences Discourses” section). With 
respect to the principles of distinction and proportionality, 
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several procedural measures may prove helpful. Software 
developers, certainly aware that surveillance, detection, or 
identification are crucial parts of the targeting process, 
need to intensify sensitivity towards biases [39].

Still ongoing is the discussion whether it is possible 
to design autonomous weapon systems that can adhere 
to the principles of international humanitarian law, e.g., 
to protect civilians and to ensure the use of appropriate 
and necessary force only [21], [81]. Cummings [36] has 
argued with regards to the strategic target selection by 
commanders that in case the precision of the system 
performs better than the human operators, autonomous 
target selection follows the IHL [36]. She [36] suggests 
that autonomous systems are potentially better in per-
forming and preventing unnecessary suffering due to 
the stress-bias commanders face in a combat situation. 
Thus, a research culture that fosters open communica-
tion about systemic errors (e.g., in imagery analysis) as 
well as responsibility in R&D needs to be initiated 
urgently [82]. This culture may be enhanced by record-
ing design processes [83]. 

To summarize, control of autonomous systems mat-
ters, however, with divergent implications on how, what 
(regarding the function and situation), and in which cir-
cumstances. As we asked for supporting conditions of 
MHC within the respective CCW forum, tense associa-
tions between predictability and reliability, on the one 
hand, and precision and efficiency on the other hand, 
become visible. While precision may prove crucial for 
reliability and predictability, it is neither sufficient to aim 
solely for precision. Additionally, as reflected by the 
value of efficiency as well as various references to time 
as an important factor, developers need to weigh 
options for timely interventions against rapidity of 
actions. This supports prioritizing situational awareness 
of the human operator within the design process [26].

Lastly, and with respect to our finding of economic 
and military discourses not necessarily supporting 
MHC, restrictions of software development may neither 
be grounded in economic interests nor in a military 
advantage ratio. Paying special attention to human-
LAWS perception among CCW participants, it is revealed 
that MHC heavily relies on a human-centric hierarchy. 
This may contradict a decentralized network-centric 
warfare. Yet, as commercial industries as well as the 
military are relevant (if not the most relevant) actors, 
deliberation among involved actors is necessary. 

Limitations and Outlook
In reacting to the legal [12] and technical [84] debates of 
LAWS and human control, we tried to put them into rela-
tion. Our work offers a first conduct on the question of 
MHC within the CCW GGE discourse. Naturally, this 
study yields several limitations. Parallel coding by 

several researchers and measurement of inter-rater reli-
ability may improve the robustness of the findings. We 
presented a list of LAWS-incorporated values and 
sketched tendencies of MHC-supportive values and rath-
er competitive relationships. Future work may focus on 
other relationships or ambivalences of values like “preci-
sion” or “time.” At the same time, we tried to grasp dis-
cursive patterns, norms, and practices forming 
participants’ perceptions of LAWS features by using VSD 
as a theoretical starting point. Crediting the initiative, 
one may consider that while the sample tried to repre-
sent existing power relations, it does not pay, in contrast 
to other work, special attention to racism or sexism [50], 
[51]. Future studies may contribute by investigating these 
issues, in particular with regards to stakeholders’ posi-
tions on MHC. Because of purposive inclusion of indi-
rectly involved actors, the quantitative results of coding 
frequencies and word stem occurrences should not be 
taken to be absolute but rather be seen as an indication 
of relationships. To complement the focus on discourse, 
future analysis may shed light on material capabilities, 
long-term national interests, as well as innovation and 
defense politics. Our study may be accompanied by 
analyses comprising the entire body of the CCW expert 
group’s documents to increase representativeness and 
validity of our findings, including statements of all actors 
and of more recent meetings. At the same time, focusing 
specifically on the different understandings of socio-
technological values like accountability may prove valu-
able insights. Further, it may prove valuable to dig 
deeper into technological specifics, which CCW partici-
pants did not communicate in a very detailed way. 
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