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Abstract As cyber weapons and artificial intelligence technologies share the same
technological foundation of bits and bytes, there is a strong trend of connecting both,
thus addressing the imminent challenge of cyber weapons of processing, filtering
and aggregating huge amounts of digital data in real time into decisions and actions.
This chapter will analyze this development and highlight the increasing tendency
towards AI enabled autonomous decisions in defensive as well as offensive cyber
weapons, the arising additional challenges for attributing cyberattacks and the
problems for developing arms control measures for this “technology fusion”. How-
ever, the article also ventures an outlook how AI methods can help to mitigate these
challenges if applied for arms control measures itself.

1 Introduction

The idea of the weaponization of cyber tools has been under discussion for some
time (Reinhold & Reuter, 2019b; Werkner & Schörnig, 2019). Many military or
national security doctrines worldwide have adapted to the development that software
can be designed, injected, triggered and controlled in foreign IT systems to perform
tasks ranging from espionage to sabotage. This has been done from the perspective
of necessary and appropriate defensive measures but also partly as a new category
for offensive planning. Although no common international understanding has yet
been reached on the threats posed by cyber weapons and their prevention, let alone a
binding legal instrument, this field is already beginning to change due to the
emergence of improved algorithms in artificial intelligence and machine learning
(AI/ML) and their potential application for or against cyber weapons (Schörnig,
2018; US-DOD, 2018b). Given the fact that cyber and AI/ML measures are natural
siblings from a technical perspective, the following text provides an assessment of
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how AI/ML methods could influence the development of malicious cyber activities
based on an overview of their current state. Regarding the threats posed by this
development for international security and new challenges for arms control, the text
seeks on the one hand to assess how arms control approaches should prepare for AI/
ML-driven cyber weapons. On the other hand, the text also examines the question of
whether and how this technology can improve arms control approaches combating
the weaponization of cyberspace.
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2 Cyber Weapons and the Militarization of Cyberspace

Technological and scientific advances, especially the rapid evolution of information
technology (IT), play a crucial role in questions of peace and security (Reuter, 2019).
First and foremost, the most significant impact of the discussions and developments
regarding the weaponization of cyberspace in recent years has been on its influence
and the changes it has introduced to national and international security doctrines. An
important incident has been the discovery of Stuxnet (Langner, 2013), malware
developed by the US and Israel (Nakashima &Warrick, 2012) and targeted against a
specific nuclear enrichment facility in Iran. Stuxnet manipulated the industrial
control system of the facility by covertly changing thresholds and parameters of
the control software to sabotage the enrichment process. This highly specified and
hand-crafted attack on IT systems forced state leaders and decision-makers to
recognize the vulnerabilities in computer systems and the threat that arises from
the high degree of dependency on IT in economic, societal and government sectors.
Especially critical infrastructures are now perceived to be high-risk targets for state
and non-state cyberattacks. Although this was not the first cyber incident, and was
hardly news for IT security specialists, the Stuxnet event demonstrated the techno-
logical possibility of crossing the cyber-physical barrier with dedicated malware and
showed how to carry out actual physical destruction (Symantec, 2013) by remotely
accessing and altering software. It also revealed the intent and the capacities of
certain nation-states to develop and deploy such measures. In recent years states
have reacted to this development by developing defensive measures to protect
national IT infrastructures, extending national security and military doctrines to
provide legal and organizational frameworks and establishing new and dedicated
government or military institutions for these tasks. In addition, a large number of
countries have also adopted offensive strategies, included those involving cyber-
space, in their military planning and have established human and technological
capacities (UNIDIR, 2013). This situation was emphasized by similar announce-
ments by different states such as the US (US-DOD, 2018a) and the United Kingdom
(UKGovernment, 2016). In 2016, NATO also declared (NATO, 2016) that incidents
involving matters of or in cyberspace could invoke application of Article 5 of the
Washington Treaty and prompted its member states to establish necessary military
cyber capacities able to defend the alliance in this domain. A further major devel-
opment was the US adoption of a new defend forward cyber security strategy in
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2018 (US-DOD, 2018a). Declaring the ineffectiveness of defending the national IT
systems by establishing IT security measures for them, the new strategy shifts
activities outward to focus on the IT systems of potential adversaries and establishes
a persistent engagement of cyber forces. Constant activities within foreign IT
systems should, according to the strategy, provide early warning of looming attacks
and keep foreign cyber forces busy enough to prevent and deter cyberattacks in the
first place (Healey, 2019).
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2.1 The Current Situation of State-Driven Cyberattacks

When it comes to the application of cyber measures in actual physical warfare,
however, it seems that cyberattacks more often play a supporting role in military
conflicts and are currently not used for massive destruction but rather for reconnais-
sance as well as the gathering of combat-relevant information. Most of the known
cyber incidents were either cases of espionage, campaigns for political influence
(Desouza et al., 2020), targeted minor IT systems or were performed with valid user
credentials for critical IT systems gathered via social engineering and classic intel-
ligence work. Although the potential for massive destruction was suspected in some
cases, only a few cases with explicitly designed and deployed destructive cyber
weapons have been identified so far, such as Shamoon (SecureList, 2012) o
TRITON (Miller et al., 2019), both of which were deployed to sabotage central IT
systems of Saudi Arabian petrochemical companies. From a strategic perspective,
malicious cyber tools seem to have become widely accepted as an additional
measure in hybrid conflicts or similar situations that deliberately stay below the
threshold of full-fledged military confrontation. The relatively inexpensive creation
of offensive cyber capacities—compared with traditional armament—also
empowers new international actors. For instance, the Democratic People’s Republic
of Korea (North Korea) has become a relevant actor in cyberspace and has been
responsible for different incidents over the last years (Ji-Young et al., 2019) such as
the hacking attacks against a subsidiary of Sony, banks in Bangladesh or
cryptocurrency marketplaces (US-DHS, 2020). Finally, the trend toward the
stockpiling of vulnerabilities and exploits as the base material for cyber weapons
raises new international threats. Undisclosed vulnerabilities in popular software not
only provide possibilities for attacks by the withholding party but, conversely, leave
anyone using the product vulnerable to attacks by any actor which becomes aware of
the weak spot. The incidents of WannaCry (GReAT, 2017) and NotPetya (Mimoso,
2017), with their massive damage and commercial losses, are dramatic demonstra-
tion of this. Both malware campaigns exploited a vulnerability named EternalBlue
that had been harbored and stockpiled by the US National Security Agency
(Kubovic, 2018). The examples demonstrate on the one hand that states are increas-
ingly developing and deploying offensive cyber capabilities, although trying to
avoid serious damage to human life and staying below the threshold of
IHL-prohibited aggressive actions. On the other hand, military cyber units are



probably training and preparing for utilization of their capabilities in the event of
conflicts. In addition, relatively cheap military cyber capabilities are revealing
potential regional power shifts, thus increasing the probability of their application
in smaller-scale conflicts.
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3 How the Technology of Cyber Weapons and Its
Application Will Evolve

A starting point for anticipating the influence and impact of AI/ML on the militari-
zation of cyberspace, is the assessment of the possible evolvement of cyber weapons
in general as well as consideration of future challenges regarding this type of
technology. With the ever-growing automatization of all kinds of technological
processes, IT systems are increasingly being integrated into physical systems and
devices to control specific functions. Additionally, these IT systems will be further
connected with each other (like the Internet of Things) and to cyberspace in order to
perform tasks remotely (Russell, 2020). This means that defense against
cyberattacks will involve an ever-increasing range of distributed digital devices
that need to be made even more resistant against malicious influence, as well as
chain effects due to interconnections and dependencies. In addition, with the
increasing number of devices and the data they create, process or store, the amount
of information that needs to be integrated and processed to detect anomalies and
malicious operations will continue to rise. The range of possible attack vectors will
further grow and diversify. Given the necessity to react to attacks in (almost) real
time, the required decision-making must be accelerated and information processed
almost instantly. This requires decision-making based on integrated mechanisms of
autonomy or the filtering and pre-processing of information to compensate for the
relative slowness and limited capacities of human operators (Burton & Soare, 2019).
Moreover, this kind of automatization might possibly lead to a cyber-vs-cyber
situation, where attacks are directly blocked by dedicated defensive measures
without human intervention. Similar early consideration of offensive operations
and an automatic infection of possible targets within cyberspace by an
NSA-backed program called MONSTERMIND (Zetter, 2014) were exposed by
Edward Snowden in 2013. Following the US defend forward and persistent engage-
ment strategy, which will probably soon be adopted by other states, such develop-
ments will result in a further undermining of global IT security by means of the
preparatory or precautionary installation of backdoors within foreign IT systems, in
order to have the option of deploying the intended payload in time. As cyberspace is,
on the one hand, the domain of military activities but, on the other hand, also
represents the physical space that processes the transmission of any kind of action,
the IT infrastructures, being its backbone, will obviously become relevant targets
themselves. Finally, as the capability already exists, it is presumably only a matter of
time until cyber capacities will be used and deployed openly in fully-fledged military



conflicts, since situations already exist where the IT of military systems and weapons
themselves have become targets (Perkovich & Hoffman, 2019).

Cyber Weapons and Artificial Intelligence: Impact, Influence and. . . 149

4 How Artificial Intelligence and Machine Learning Could
Influence Cyber Weapons

Reflecting on the possible impact of AI/ML on cyber weapons and the militarization
of cyberspace, it is crucial to highlight that cyber and AI/ML measures are natural
siblings. “[AI and ML] share the idea of using computation as the language for
intelligent behaviour” (our italic) (Kersting, 2018). From a purely technological
perspective, AI/ML is just software: algorithms based on complex computer code
that can be integrated into decision processes. Hence, AI/ML is developed and
deployed within the same domain as cyber tools and to a considerable extent requires
similar know-how in programming, code logic and software life cycle management.
In order to be effective, cyber tools must keep pace with the latest technological
developments, software updates and the modernization of devices. To reach this
level of adaptability and extendibility they are often based on modern development
frameworks with modularized, extendable and interchangeable software architecture
[see, for example, the FLAMEmalware platform (sKyWIper Analysis Team, 2012)].
Such architecture provides an ideal platform for an extension with AI/ML compo-
nents. Additionally, computer code offers optimal conditions for creating and
facilitating training and testing environments for military AI/ML applications, as
the environment can be defined and shaped in every specific detail and according to
the intended requirements. This reduces costs and the amount of research and
development required. As described in the previous section, an important challenge
for cyber as well as other military technologies is the growing amount of information
that needs to be processed (Kersting & Meyer, 2018), in contrast to the decreasing
time to react to incidents. This dilemma involves incidents within cyberspace but
also situations where cyber tools facilitate the analysis of data and the processing of
information in order to provide the basis for decision-making concerning physical
systems such as weapons or reconnaissance systems. AI/ML algorithms, and espe-
cially modern approaches such as deep learning (Charniak, 2019), were developed
specifically for cases involving processing large amounts of data, detecting patterns
and filtering out relevant information from digital noise. According to Schörnig
(2018), the “spectrum of possible applications [of AI in the military] ranges from the
analysis of trade data to uncover clues for the proliferation of weapons of mass
destruction, to the identification of landmines that is boosted by AI with improved
ground penetrating radars.” Because of such capabilities, military AI applications are
likely to be integrated into cyber tools, as these usually have to deal with a large
amount of digital data in trying to detect relevant patterns.
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4.1 Explainability and Responsibility of AI-Enabled Cyber
Weapons

An additional aspect of this development is that the automated conclusion process
already mentioned and the resulting selection and decision about actions will be
significantly changed when combined with AI/ML algorithms. Whereas the autom-
atization of defensive cyber actions is hardly new, AI/ML are, in the sense of
technology which produces an output for a given input without allowing reconstruc-
tion of the digital reasoning process or the line of thought of the machine or software
that led to a specific decision. This creates situations in which the code produces
decisions that are no longer deducible and thus prevent humans from intervening
based on reasoning. When such AI/ML-enabled measures are used for offensive
actions, this creates serious problems in connection with the necessary human
integration and interaction (Schwarz, 2019). All these issues have already been the
subject of heated debate in connection with autonomous weapon systems (AWS)
regarding the responsibility and traceability of decisions (IPRAW, 2019; see the
chapter from Anja Dahlmann). In order to address the problem of comprehensible
AI/ML decisions, a dedicated field of research (XAI—Explainable Artificial Intel-
ligence) (Gunning et al., 2019) is working on technical concepts that allow human
operators either to follow the decisions during the reasoning process (ad-hoc XAI) or
the decisions to be recapped once they are made (post-hoc XAI). So far, these
approaches are mere theoretical concepts that lack general applicability and are
hindered by specific technical features of machine learning such as the distributed
and numerical representation of learned information (Barredo Arrieta et al., 2020).
Additionally, it is questionable whether ad-hoc explainability can be used meaning-
fully in an environment characterized by extremely short response times, as the two
conditions are mutually exclusive. The speed of reaction in combination with the
black-box character of such tools may possibly prevent any opportunity for double-
checking of decisions by human operators or for their intervention. Even if the code
itself does not pull the trigger, human operators might tend to trust the decisions or
pre-decisions of machines and follow their suggestions due to a lack of alternatives,
time pressure or perceived lack of human influence or oversight (Bajema, 2019). As
AI/ML algorithms are trained for specific situations and decisions before they are
integrated into productive systems, the operators of the finished application might
also be unlikely to know the specific details of the training data, nor have any chance
to see, perceive or understand the assumptions and pre-conditions of this data.
Besides, this inexplicability could lead to critical junctures in situations marked by
high international tension. State actors on the brink of military conflict might lack the
ability to communicate and explain automatically triggered actions or conclusions
that led to their activities to other conflict parties, thus undermining a valuable
measure of immediate conflict reduction. As unlikely as such a scenario currently
seems, the discussion of application of AI/ML within the ongoing process of
modernization of nuclear weapons arsenals (Field, 2019) is an example that high-
lights the consequences that are at stake (Boulanin, 2019). The application of AI/ML



for militarized tools within cyberspace reveals an overall similarity to AWS (see the
chapter from Anja Dahlmann). The debates on norms and limitations of the appli-
cation of automated cyber tools could thus benefit from the lessons learned about the
human role within the decision-making loop of technological systems and its
consequences.
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4.2 AI and the Pitfalls of the Attribution of Cyberattacks

The black-box character of AI/ML systems could also aggravate other features of
cyberspace that are currently considered to be problematic, both in terms of the
application of international humanitarian law (IHL) and of established norms of state
conduct. One of these features of cyberspace concerns the attribution problem (Rid
& Buchanan, 2015). Whereas the possibility of identifying attackers is essential for
IHL and the states’ right to use military force for self-defense (Grosswald, 2011), this
task is complicated, time-consuming, and a forensic challenge due to the technical
features of the cyberspace (Riebe et al., 2019). Digital information inherently
contains a high degree of ambiguity and virtuality. Information can easily be copied,
modified, or actively tailored to set false tracks. Consequently, the meaningfulness
of information about cyber incidents needs to be critically evaluated to prevent false
assumptions and reactions. Applying AI/ML measures to offensive operations will
further reinforce this ambiguity and intensifies the problem of gaining a clear picture
of what happened and identifying the actors behind it. The automatic AI/ML-driven
evaluation of information about an incident inherently contains the problematic
aspect of some conclusions about the origin of an attack being inadvertently mis-
leading and the question of how to react proportionately. Such failure could be
triggered either by incorrect or insufficiently trained algorithms, biased input infor-
mation or by following intentionally created false trails (Herpig, 2019). Although the
inner state of an AI is considered a black box, this condition is the result of the
learning model and the data used to train the AI. Assuming that an attacker obtained
knowledge of the model of an applied, static AI/ML and the data which had been
used for its training—e.g., through leaks, reconnaissance, hacks, or insecure manu-
facturers’ supply chains—it would be possible to replicate such an AI itself and thus
calculate the output that this AI/ML would generate for a specific input. Such
knowledge could enable an attacker to tailor its attacks either to avoid detection or
to generate incorrect conclusions (Apruzzese et al., 2019). Finally, the development
and application of AI/ML in commercial, non-military IT systems, especially in the
field of IT security and automated network security surveillance and defense, will
produce spill-over effects in military applications. This development will increase
acceptance of such systems and put constant pressure on military decision-makers to
deploy them to gain a supposed strategic or tactical advantage.
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5 The Negative Impact on Arms Control of Artificial
Intelligence in Cyber Weapons

The developments outlined above add to the existing challenges involved in apply-
ing stabilizing measures in security policy to cyberspace, such as working toward
peace-sustaining cyber armament reduction and cyber arms control measures.
Firstly, a general problem of cyberspace is its virtual character (Reinhold & Reuter,
2019a). Data has neither a specific geographic location nor a physical representation.
It can be reproduced seamlessly and is not limited to a specific and unchanging
location but can instead be distributed across different places, such as in cloud
applications. As explained above in connection with the problem of data ambiguity,
integrating an AI/ML system into existing cyber measures further increases aspects
of virtuality and non-tangibility and thus undermines established concepts of arms
control even more than software itself already does (Reinhold & Reuter, 2019c).
Besides obvious dual-use problems (Riebe & Reuter, 2019), in practical terms the
effortless duplication of digital data that concerns ready-made AI/ML applications as
well as training data hinders the control of proliferation of military-grade AI/ML
technology (see the chapter from Kolja Brockmann). This also negatively affects the
ability to measure specific aspects of a regulated item, which is a core requirement of
arms control (Burgers & Robinson, 2018). Like cyber tools in general, AI/ML
algorithms are computer code, or even more abstractly, structured digital data.
They are thus immune to any kind of countability and provide few starting points
for measuring parameters that could provide meaningful classification or comparison
with permissible thresholds. This missing feature also means a distinction between
civil and military AI/ML systems that is capable of going beyond the mere decla-
ration of the intended application cannot be made while also preventing any kind of
classification of the capacity and performance of an AI/ML system. This situation
constitutes a major obstacle to the development of viable verification approaches for
AI/ML applications. Apart from that, as the performance of an AI/ML system
depends to a large extent on its training, the question arises as to whether the trade
and proliferation regulation of training data—either artificially, as tailor-made
datasets or taken from real-life samples and situations—could provide a starting
point for arms control and nonproliferation regimes. The chapter “Arms Control for
Artificial Intelligence” in this volume on arms control for AI will further evaluate
these possibilities and challenges.

6 How Can Artificial Intelligence Support Cyber Arms
Control?

Apart from the challenges described above about how AI/ML algorithms can add to
the already complicated cyber weapons debates and the attempts at peaceful devel-
opment in this domain, such technologies could possibly also evolve into useful



tools for cyber arms control and disarmament. In general, AI/ML algorithms are a
good tool for combining and processing large amounts of different, heterogeneous,
often noisy and rapidly changing data to detect patterns, regularities and hidden
information (Lück, . A specifically powerful aspect of this technology is the
ability to identify similarities within data and find useful matching items that do not
fully correspond to the trained items but relate to them with a high degree of
certainty. This kind of detection quality is usually a problem that cannot be solved
with hard-coded deterministic rules. By contrast, an AI/ML algorithm is able to
identify relevant detection parameters during its training phase, establishing a self-
developed filter for relevant and irrelevant information. As a result, AI/ML algo-
rithms could prove to be the right tool for managing the information overload of IT
systems (Kaufhold et al., ) and the challenge of finding the needle in the
haystack. Such challenges could be the task of searching for anomalies in informa-
tion provided by states in the context of confidence-building measures or processing
surveillance imagery to detect military installations. A meaningful, currently
unexplored application could be to control the proliferation of cyber weapons
(Silomon, ) by monitoring the distribution and occurrence of specific parts of
weaponized computer code. As already mentioned, code can easily be copied and
will, in almost all cases, be slightly modified or extended to fit into existing cyber
weapons, to work with the specific tools and programming frameworks, or to match
specific target criteria. Any detection mechanisms searching for an exact piece of
computer code will presumably fail to detect such modified versions. An AI/ML
algorithm could be trained to circumvent this problem and to provide at least
indicators and probability measures of whether and to what extent computer code
matches a specific sample. A similar approach could be used to detect and identify
actors behind cyberattacks. Even if this is not directly a task of arms control, it
overlaps with the regulation of cyber weapons, because an actor is visible, detectable
and identifiable by its behavior, by technical operations performed in foreign IT
systems and by the tools employed (Sibi Chakkaravarthy et al., ). Whereas it is
possible and common to counterfeit these indicators in order to lay a false trail, an AI
could be used to detect unconscious similarities of the attackers’ style, habits and
methods. Institutionalized military cyber actors in particular develop their know-
how and the required skills over time. They create, extend and modify their own
toolsets and cyber weapon arsenals, which are then reconfigured, combined and
adjusted for a specific operation (Olszewski, . This means that specific actors
often have digital fingerprints regarding their customary tools and hacking strate-
gies. Nearly every cyber activity creates digital traces such as small pieces of code
that attackers have previously used to perform their tasks, manipulate files, change
system settings or log entries or IP addresses of remote IT systems where data has
been copied. Such detectable traces are called samples and are already used to
compare new code to known samples from prior incidents in order to draw conclu-
sions about an alleged actor. Although captured samples like these rarely match
existing samples perfectly, they do contain similarities as they come from the same
complex cyber weapon project, use similar methods and approaches, or are more
advanced versions of each other. Detecting these similarities and identifying cyber
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weapons is a task where AI/ML approaches and algorithms are highly suitable
(Roberts, 2019). For example, such identification measures are already used by IT
security forensics when analyzing cyber incidents (Kanzig et al., 2019). They are
often combined with further indicators such as specific habits and ways of program-
ming, the structuring of computer code or recurring phrases and names. Lastly, the
black-box character of AI/ML applications could also be an advantage for arms
control measures. An essential element of practical control and compliance moni-
toring of arms control regimes is the requirement that the actors involved do not want
to disclose any sensitive information about the regulated or controlled item (Kütt
et al., 2018). This requires technical procedures where participating parties—usually
states—are required to disclose as little information as possible when verification is
performed and verification devices are developed that conceal all processing steps.
In addition, the participating parties would have to be convinced that the results will
be reliable and trustworthy. Such a tool, in which a defined input leads to a binary
decision of is or is not a weapon, could be achieved through AI/ML procedures. To
prevent doubts regarding the reliability and the acceptability of the algorithm’s
decision it would be necessary to prevent any modification or tampering and to
preserve the integrity of the algorithm and its trained state. This could be achieved by
securing the AI/ML application with digital seals, cryptographically calculated
unique values—usually very long numbers—like checksums and hashes that repre-
sent a specific state of arbitrary digital information. A recalculation of the digital seal
would immediately reveal any modification as it would result in a different number if
the information has been changed (Putz et al., 2019). These mere outlines of
applicable approaches presumably have other peculiarities that need to be taken
into account when it comes to real-world applications. Although this issue goes
beyond the scope of this chapter, it shows that, despite new challenges, AI/ML
approaches can also contribute to arms control.
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7 Conclusion

This assessment has provided an overview of the possible development and impact
of AI/ML methods on cyber weapons. It is based on current trends and technical
AI/ML developments as well as on the already ongoing application of or research on
AI/ML in other military fields of operation. The assessment shows that the military
application of AI/ML for cyber related tasks will probably exacerbate an already
tense situation involving a cyber arms race on the one hand and a lack of interna-
tional measures to prevent destabilizing and harmful effects on the other. Established
measures for arms control, whose application to cyber weapons is already hindered
by specific technical features of these tools, will face further challenges. Further-
more, for military decision-makers AI/ML algorithms seem to provide solutions for
enhancing their weapon systems and battlefield management capabilities through
their ability to integrate, process and refine large amounts of digital data. This could
provide a strong incentive for military decision-makers to pursue and apply these



approaches. However, the assessment also showed that, in addition to the necessary
questions of peace and conflict research regarding AI/ML in cyber weapons, tech-
nological developments reflect ongoing debates about lethal autonomous weapon
systems. This makes it possible to participate in these discussions and to benefit from
lessons learned. Finally, AI/ML approaches could also provide valuable insights into
the challenges of arms control for cyber weapons and help to circumvent some of its
technological pitfalls. Either way, artificial intelligence and machine learning are just
beginning to find their way into military cyber systems, and the time has come to
critically accompany this trend and conduct further research in order to promote
peaceful development of cyberspace.
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