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Abstract
Artificial Intelligence (AI) seems to be impacting all industry sectors, while becom-
ing a motor for innovation. The diffusion of AI from the civilian sector to the 
defense sector, and AI’s dual-use potential has drawn attention from security and 
ethics scholars. With the publication of the ethical guideline Trustworthy AI by the 
European Union (EU), normative questions on the application of AI have been fur-
ther evaluated. In order to draw conclusions on Trustworthy AI as a point of refer-
ence for responsible research and development (R&D), we approach the diffusion 
of AI across both civilian and military spheres in the EU. We capture the extent of 
technological diffusion and derive European and German patent citation networks. 
Both networks indicate a low degree of diffusion of AI between civilian and defense 
sectors. A qualitative investigation of project descriptions of a research institute’s 
work in both civilian and military fields shows that military AI applications stress 
accuracy or robustness, while civilian AI reflects a focus on human-centric values. 
Our work represents a first approach by linking processes of technology diffusion 
with normative evaluations of R&D.
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Introduction

General consensus among ethics researchers underscores that as technologies 
based on Artificial Intelligence (AI) shape many aspects of our daily lives, neces-
sary steps to be taken in technology development should include the assessment 
of risks and the implementation of safeguarding principles (Floridi et al., 2018; 
Taebi et  al., 2019). AI is a general-purpose technology with manifold applica-
tions (Agrawal et al., 2018), and is considered a driver in emerging security-rel-
evant technologies (Favaro, 2021). Further, China and the USA have joined the 
“global AI arms race” (Pecotic, 2019), indicating that they are ready to use AI 
for their military advantage. The prospect of proliferating autonomous weapon 
systems has not only convinced China and the USA but has also led other states 
to reevaluate their military advantage (Riebe et al., 2020). These innovations are 
often developed in the private sector, increasingly permeate social spheres, and 
have a high dual-use potential (Meunier & Bellais, 2019).

Accurately assessing risks of a dual-use emerging technology is challenging. 
The technology might develop in unprecedented ways, it might be used by hos-
tile actors or accidentally cause harm. Therefore, understanding the diffusion of 
innovations is a decisive factor in the development of tailored risk assessment, 
governance measures, and opportunities of intervention regarding unintended 
and unexpected outcomes of emerging technologies (Tucker, 2012; Winfield 
& Jirotka, 2018). Regarding AI, civilian actors appear to be more engaged in 
Research and Development (R&D) for commercial end-use than actors in the 
defense sector. This suggests that directions and centralities of technology dif-
fusion may have changed towards a stronger use of commercial innovation by 
defense firms (Acosta et al., 2019; Reppy, 2006; Shields, 2018). Approaching the 
diffusion of AI in European civilian and defense industries and its implications 
for responsible R&D, we pose the following question: To what extent does AI dif-
fusion occur in the EU and which patterns does it follow?

We approach AI as a dual-use technology empirically and capture indications 
of envisaged trustworthiness in recent R&D as well. We investigate not only the 
extent of AI diffusion, which may already imply (ir)responsible R&D, but also 
norms that are diffused across civilian and military fields as well as normative 
patterns of AI R&D which may be indicated by values specific to the field of 
application (e.g., robustness for military applications vs. explainability for civil-
ian applications).

Diffusion between military and civilian spheres implies that ethical guides 
such as the EU’s Trustworthy AI should consider the values of both military and 
civilian AI. The number of weaponry patents building on AI (G06N) patents is 
a measure of diffusion between spheres, as well as knowledge transfers between 
companies. Responsible R&D is characterized by awareness of technologi-
cal development, and identification and regulation of unintended developments. 
Our mixed-methods approach draws on a combination of patent citation network 
analysis and qualitative content analysis. The quantitative analysis of AI diffu-
sion is based on patents from EU member countries, which as such are commonly 
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studied to approach innovations and knowledge transfers (Lupu et al., 2011). The 
qualitative content analysis, capturing specific values that are translated into mili-
tary and civilian AI applications, focuses on projects of a German research insti-
tute dedicated to dual-use research (Fraunhofer IOSB, 2020). After presenting 
related work, as well as our methodological approach, we proceed to outline our 
findings. These are subsequently discussed regarding dual-use assessment and 
with reference to Trustworthy AI, which represents an approach of responsible 
R&D of AI, followed by a conclusion.

Related Work and Theoretical Background

Responsible R&D of Dual‑Use Technologies

Commercial dual-use technologies have been discussed as a security matter and 
issue of risk assessment (Harris, 2016; Tucker, 2012). Research has examined 
the impact of defense innovations on civilian and commercial end-use, such as 
the invention of the internet (Mowery & Simcoe, 2002). By highlighting high-
risk scenarios that do not impact military but rather civilian actors, the concep-
tion of dual-use technology has recently shifted towards being framed based on 
their socially “beneficial” or “harmful” (Brundage et  al., 2018; Oltmann, 2015) 
or “good” and “malicious” purposes (Floridi et al., 2018). Recent understandings 
mainly focus on such purposes and (non-state vs. state) actors. Accordingly and 
focused on the character of the item only, Forge (2010) distinguishes between 
artefacts that are either purpose-built or improvised weapons. These consid-
erations have prompted normatively oriented debates about dual-use and how 
to assess risks of emerging technologies while researchers and developers lack 
knowledge on future use and deployment of technologies (Grunwald, 2020). Our 
approach to capture AI R&D considers these various understandings and aims to 
set the foundation for a responsible assessment of dual-use research of concern 
(Evans, 2014; Riebe & Reuter, 2019).

The European patent network of AI inventions mainly considers whether such an 
invention belongs to the patent classification of weaponry (F41, F42). As this classi-
fication does not, however, take the context in which such inventions might be devel-
oped into consideration, we specifically take actors’ economic activity in the defense 
industry into account to determine either civilian or military use. We also follow 
this broader view on dual-use technology as applied both for defense and civilian 
reasons (by respective actors) when conducting the qualitative analysis of a research 
institute’s knowledge production. Thereby, we look for values of Trustworthy AI 
which may or may not be apparent in military and civilian applications and thus 
synthesize the assessment of dual-use technology with more recent, general ethical 
requirements. Determining the technology-specific characteristics of dual-use early 
in the process of R&D is part of the iterative process of technology assessment (TA) 
to further establish measures and to balance “risks and benefits” (Tucker, 2012).
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EU Trustworthy AI Principles

Trust and trustworthiness have previously been discussed focusing on interactions 
among both autonomous and human agents (Taddeo, 2010; Wagner & Arkin, 2011). 
Trustworthiness is understood as “the guarantee required by the trustor that the trus-
tee will act as it is expected to do without any supervision” (Taddeo, 2010). Further, 
trust is defined as in the following:

If the trustor chooses to achieve its goal by the action performed by the trustee, 
and if the trustor considers the trustee a trustworthy agent, then the relation 
has the property of being advantageous for the trustor. Such a property […] is 
called trust (Taddeo, 2010).

Concerning AI’s potential to secure systems from cyberattacks, Taddeo et al. (2019) 
argue that trust is unwarranted due to vulnerabilities, while reliance on AI indicates 
“some form of control over the execution of a given task”. Tavani (2018) stresses 
that relational approaches, which are more interested in technology’s appearance 
to humans than its properties, may consider the diverse and diffuse relationships 
defining trust. People may forget that they are dealing with artificial agents (Tad-
deo, 2017), which is only remembered “when something goes (badly) wrong”. In 
this regard, the question has been raised whether artificial agents, including mili-
tary drones, should imitate human characteristics like empathy or the feeling of guilt 
(Arkin et al., 2012). The research towards mimicking humans and human behavior 
has been criticized by Grodzinsky et al. (2011) as accurate identification of agents 
may determine trust. They further stress that self-modification of artificial agents 
poses high risks for public safety. Therefore, the loss of human control in interac-
tion with artificial agents which mimic well-known human behavior may carry more 
risks than advantages for the trustor.

Public trust can be achieved through the establishment of ethical codes, responsi-
ble practices, and procedures that ensure ethically aligned governance of technology 
(Winfield & Jirotka, 2018). Nissenbaum (2001) has argued that trustworthiness is 
crucial for the acceptance of technology by referring to Luhmann’s (1979) under-
standing of trust as a “mechanism for reducing complexity”. As such Nissenbaum 
(2001) argues that trust allows for “creative, political, unusual, […] possibly pro-
fane, […] risky modes and activities” to flourish in a loosely secured cyberspace. 
Thereby, she emphasizes trust’s productive nature which allows for the adoption of 
AI in various fields of application (ibid.). While trust may facilitate procedures, sub-
stantial guides such as Trustworthy AI which formulate requirements do not sim-
plify human engagement. Instead, they may indicate regulation (and securitization) 
efforts which allow for the establishment of trust in the first place.

While Trustworthy AI is one of the most important documents by the EU in this 
regard, overviews of institutional guidelines echo common vocabulary and the direc-
tion of recent guidelines. Roberts et al. (2021) investigate the 2017 “New genera-
tion artificial intelligence development plan” and highlight socio-political conditions 
which may have shaped China’s AI strategy. Although an important actor, China had 
at first only seldomly engaged in ethical debates regarding AI but is now propagat-
ing shared values of AI R&D, such as human well-being, fairness, and transparency 
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(Roberts et al., 2021). Similar to other relevant actors in AI innovation, it has started 
to raise ethical questions about AI R&D. Thiebes et al. (2020) have compared cur-
rent approaches of trustworthy AI, highlighting requirements like robustness, law-
fulness, as well as various principles (e.g., beneficence), which summarize the core 
values of different ethical frameworks on AI (Hagendorff, 2020; Thiebes et  al., 
2020). Our work adopts this perspective on diffusion of AI by contextualizing it as a 
dual-use technology which is supposed to meet normative, albeit differently defined, 
criteria of trustworthiness.

The “Ethics Guidelines for Trustworthy AI” (European Commission, 2019) were 
published in 2019 and comprise legal, ethical, and technical pillars. While the 
expert group highlights the importance of the three pillars, the guideline itself heav-
ily focuses on the second and third dimensions (European Commission, 2019). The 
identified values (see Table 1. “Appendix”) may be reflected at the institutional and 
technological level (European Commission, 2019). Representing norms, the docu-
ment also provides a set of criteria for TA by developers and end-users (European 
Commission, 2019). In our study, we include the most relevant values and sum-
marize some of them thematically. For the analysis, we follow the Value-Sensitive 
Design (VSD) approach, which is interested in deriving values from human-technol-
ogy interaction1 (Cummings, 2006). The EU guideline deviates from a traditional 
understanding of dual-use and stresses the differentiation between beneficial and 
malicious use (European Commission, 2019), referring to a publication by Brund-
age et  al. (2018). This corresponds to the recent R&D policy of the EU, aiming 
for synergies between civilian and military knowledge production and application 
(Edler & James, 2015; European Commission, 2015; Uttley, 2019).

Knowledge Diffusion of AI

To capture AI development, political actors have conducted analyses relying on dif-
ferent measurements. This includes a focus on citations and keywords of patents 
and scientific literature as well as analysis of open source software. Insights into 
processes as well as spatial and temporal frames of R&D have become crucial for 
governments which are engaged in funding AI innovation (Baruffaldi et al., 2020). 
Patent data serves as an indicator for applied knowledge or technological innovation 
(Lupu et  al., 2011; Meunier & Bellais, 2019), as patents demonstrate intellectual 
property of inventions while citation networks indicate diffusion of purposeful, cod-
ified knowledge (Liu et al., 2019; Pereira & Quoniam, 2017). It should also be noted 
that AI is a contentious term contouring different techniques (Cady, 2017; Goodfel-
low et al., 2016; Klinger et al., 2018).

Interested in the diffusion of AI in both the EU’s civilian and defense spheres, 
our work is inspired by the extensive body of patent analyses and thereby adopts 
a relatively classic approach of innovation research as a first step. Zambetti et  al. 
(2018) conducted a patent network analysis focusing on machine learning (ML) and 

1 For exemplifying works building on VSD in their analysis of military AI, see Umbrello (Umbrello, 
2019; Umbrello & De Bellis, 2018) or Verdiesen (2017).
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AI-related techniques to examine relevant industrial players. They show how ML-
related technologies are mostly driven by software companies but also spread to 
other sectors. This has led to the 4th industrial revolution, as companies can invest in 
capitalizing their data and analytic capabilities (ibid.). However, these contributions 
do not distinguish between defense and civilian industries, and either omit or do not 
entirely consider the ethical questions of AI diffusion.

Other patent analyses interested in defense economics or arms control have spe-
cifically concentrated on warfare technologies, such as drones, ammunition, or radar 
technology, and looked at the extent of diffusion or tested explanatory hypotheses 
on the impact of defense R&D funding (Acosta et  al., 2011, 2013, 2017, 2019; 
Meunier & Bellais, 2019; Schmid, 2017). Our study on AI diffusion ties in with 
existing works on dual-use technology and comprises patent analysis. However, as 
other arenas of knowledge transfer need to be considered as well, we accompany 
this approach with a qualitative analysis of knowledge diffusion, referring to the EU 
guide Trustworthy AI.

Research Design

Patent Analysis: The Case of AI

AI may be part of computer-implemented inventions (Okakita, 2019) and thereby 
fall under a patentable subject matter, which can be distinguished from discover-
ies, scientific theories, mathematical methods and “mental processes” by its “tech-
nical character”. This implies a “‘further technical effect’, which goes beyond the 
‘normal’ ‘physical’ interactions between the program (software) and the computer 
(hardware)” (European Patent Office, 2021b; Okakita, 2019). This understanding 
is prevalent across patent offices, such as within the European Patent Organization 
(EPO), and the US Patent and Trademark Office (USTPO) (Okakita, 2019). Further, 
inventions must be novel and applicable to a specific industrial area (WIPO, 2019). 
This includes, e.g., “the use of a neural network in a heart-monitoring apparatus for 
the purpose of identifying irregular heartbeats” or new classification systems (Okak-
ita, 2019). The standards for patent eligibility might also change due to the rise of 
AI and the need for patent regulation to adopt to them. In 2018, the EPO published 
a new guideline on ML and AI, which was criticized as it did not acknowledge AI 
and ML the same way as other highly abstract areas, such as encryption (European 
Patent Office, 2021a; Korenberg & Hamer, 2018). In the context of military applica-
tions, due to their confidential nature, innovations may not always be published as 
patents, while economic disadvantages may prevail as well (Schmid, 2017; Urquhart 
& Sullivan, 2020).

In our research design, we follow existing studies which have focused AI’s 
patentability and its inventiveness (Okakita, 2019). We therefore focus on the CPC 
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class G06N2 of “systems based on special computational models”, with sub-classes 
like “artificial life” or “computer systems based on biological models” (CPC, 2019) 
and build on previous work which has focused more broadly on G06 patents in their 
investigation of innovation spillovers regarding unmanned aerial vehicles (UAVs) 
(Kim et  al., 2016). Here, patent information, comprising publication date, coun-
try, back and forward citations, applicants, and thematic classifications, provide the 
foundation for quantitative investigation of cross-country knowledge diffusion. The 
patent analysis also includes an exploration of company networks. It focuses on Ger-
man patents, with Germany being an important market for both AI and weaponry, 
reflected by a large German share of the European sample. We thus focus on the 
most populated and economically strongest country in the EU. While the EU consti-
tutes an important norm-setting actor, Germany plays an important role in the EU as 
a civilian power (Cath, 2018; Koenig, 2020).

Research Bodies: Arenas of Knowledge Diffusion

Since the focus of our quantitative analysis lies on company networks in Germany 
and German patents, and considering that diffusion may also take place without 
patenting inventions, our qualitative analysis focuses on the normative patterns of 
AI diffusion on research projects of the German research institute Fraunhofer Insti-
tute of Optronics, System Technologies and Image Exploitation IOSB. The institute 
belongs to a prestigious group of Fraunhofer institutes and is one of the main sci-
entific actors regarding research on military applications in Germany (Fraunhofer 
IOSB, 2020; German Federal Ministry of Defense, 2017). Fraunhofer IOSB encom-
passes both civilian and military business units (Fraunhofer IOSB, 2020), in which 
relevant knowledge for AI applications is produced. The text documents selected for 
this analysis imply inter-organizational knowledge transfers between the Fraunhofer 
IOSB, the German Ministry of Defense, and Armed Forces. They reflect knowledge 
of specific military AI applications, produced in close cooperation with military 
actors and sometimes transferred intra-organizationally (Fraunhofer IOSB, 2018). 
This allows a comparison of projects regarding both civilian and military applica-
tions of AI.

Data Collection

To conduct the statistical part of the analysis, we retrieved data from the EU 
patent database Espacenet. Interested in the recent developments of diffusion, 
we limited our search to patents from January 1, 2008 to June 1, 2018. We col-
lected data based on all country codes of EU member states and the patent clas-
sifications of AI (G06N) as well as ammunition and weaponry (F41, F42). This 

2 For example, an invention by Amazon Technologies, Inc. falls under the category G06N. Callari et al. 
(2021) present techniques for managing a group of autonomous vehicles (AVs) to perform delivery tasks 
and thereby also rely on other G06N patents.
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resulted in a data set compromising 5,365 patents, with weaponry-related patents 
representing military and AI patents constituting civilian inventions. The sam-
ple was then reduced to patents that cited other patents, reducing the sample to 
724 patents with a total of 2438 patent citations (see Fig.  1). The second step 
of the analysis focused on the specific type of AI diffusion and allowed insights 
into the R&D of AI applications. We selected 13 documents, all of which were 
freely accessible online via the Fraunhofer IOSB homepage. The corpus of dif-
ferent types of documents reflects both military and civilian applications, as well 
as different conceptual and technological levels of detail, ranging from web pages 
with project descriptions, flyers to scientific publications of all business areas 
(see Table 2, “Appendix”). They allow a deeper and balanced, yet not representa-
tive insight into R&D of AI applications.

Data Analysis

For the data analysis, we chose a mixed-methods approach (see Fig. 1). This two-
step analysis can shed light on the various fractions of how diffusion of AI has taken 
place, including the patterns it follows. We conducted descriptive statistics in Micro-
soft Excel. Further, we constructed two networks in RStudio, both based on our 
data set, one focusing on links between patent classifications and the other among 
German patent applicants. Our work follows the logic of patent network analysis, 
where relevant entities form nodes connected by patent citations. For the qualita-
tive analysis, we performed a content analysis (Flick, 2014; Gray et al., 2007) and 
relied on RQDA (Ronggui, 2019). The code categories and (sub-)codes were devel-
oped abductively, inspired by the EU’s formulation of Trustworthy AI and related 
scholarly works as well as based on the empirical material of Fraunhofer IOSB. Fre-
quencies of words were examined through text mining (see supplementary material 
Figure  A, Table  A). While this qualitative part of our work does not constitute a 
representative study and only specifically refers to a few documents, we used all 
selected documents for the quantification of results.

Analysis

Quantitative Analysis: Patent Citation Networks

Our study of patent information comprises the analysis of a patent citation network 
based on the patent groups of weaponry and AI and a subsequent focus on German 
patents and relationships between involved companies.
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European Network Based on Patent Classes

We assumed CPC classes3 to constitute nodes, while edges were determined by pat-
ent citations. Our data set contains 2438 patent citations, including 24 of unknown 
origin. While 524 patents are cited by AI patents, 1890 patents are cited by weap-
onry patents. Most of the patents referred to patents of the same CPC class (see 
supplementary material Figure B). Since we are particularly interested in linkages 
representing knowledge transfers across the fields of weapons and ammunition (F41, 
F42) and special computational systems (G06N), we note that there is no such trans-
fer-representative patent citation. Among AI patents, however, 14.6% of the patents 
cited other G06N patents, constituting the biggest group comparatively. Looking at 
weaponry patents, citational links exist frequently to other weapons and ammuni-
tion technologies. For example, F42B patents citing other F42B patents make up the 
largest share of weaponry patents and their citations (23.6%).

Considering responsible R&D as illustrated by the EU’s guideline Trustworthy 
AI, our results do not point into the direction of frequent and widespread knowledge 
transfer among civilian and defense actors through their technologies. Consequently, 
we could not find evidence supporting the hypothesis of emerging technologies such 
as AI being applied primarily for civilian purposes and subsequently for military 
purposes (Verbruggen, 2019). Focusing on German patents allows diving into com-
pany linkages representing knowledge transfers within the national network.

The German Company Network

Taking a closer look at German patents, knowledge transfers between defense and 
civilian industries can be approached apart from solely relying on the CPC system. 
We assume companies as applicants of patents to be the driving actors for inven-
tions. Therefore, we reconfigured a network based on companies as nodes, while one 
company is linked to another company by citing at least one patent of the respective 
applicant. In the interests of precision, we concentrated on German patents and their 
cited patents from companies occurring more than once in the sample.

An operationalization approach guided less by classifications assumes that cer-
tain companies might remain very active in the defense industry, despite not for-
mally considering filing a patent application. Following the Stockholm International 
Peace Research Institute’s (SIPRI) Top 100 list of companies in arms sales, these 
companies can be categorized as part of the defense industrial sector (Acosta et al., 
2017; Fleurant et al., 2017). Even though many of the companies are mainly active 
in other industrial sectors such as aviation and aerospace, producing revenue of 
more than $840 m. per year in the defense sector allows these companies to spe-
cialize in R&D of defense technology and consequently compete with other actors 
in this regard (Riebe et al., 2021). Other companies are labeled as a military com-
pany if their share of arms sales represents more than 50% of total sales. In case no 

3 Groups of patents were defined according to the Cooperative Patent Classification (CPC) system 
(European Commission 2019).
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figures are available and qualitative analysis is applied to determine whether most of 
the produced4 goods’ business areas are part of the defense industry. This allows to 
re-illustrate German companies’ relationships in form of a network (see supplemen-
tary material Figure C).

The analysis of the patent citation shows almost no diffusion between civilian and 
military companies. Most AI patents are based on interactions between civilian enti-
ties, with only one citation pair among defense companies (Airbus citing Lockheed 
Martin). Additionally, there are three patent pairs with civilian actors that cite pat-
ents from defense companies. Another 72 pairs of citing and cited weaponry patents 
are from companies that usually produce for civilian markets (see Fig. 2, “Appen-
dix”). The prevalence of defense actors is evident in the large number of weaponry 
patents. The most active applicants rely on actors of the same type or mostly on 
themselves. For example, Rheinmetall has cited 231 of its own patents (see Fig. 3, 
“Appendix”). The concept of Trustworthy AI generally highlights the importance 
of corporate ethical requirements and potentially unintended consequences (Euro-
pean Commission, 2019). However, it disregards the relevance of industrial civilian-
defense sector ties or the dual-use activities of companies. Further, we shed light on 
research projects that entail the diffusion of AI across civilian and defense spheres. 
In contrast to the quantitative approach, the qualitative approach allows us to gain 
a more concrete picture of how AI diffusion takes place, illustrating which values 
of trustworthiness are incorporated into the technology and are revealed in human 
interactions with AI.

Qualitative Analysis

Trustworthiness of Military AI Applications

Robustness, accuracy, and information quality seem to be apparent values which 
support Trustworthy AI, when considering military purposes. This does not mean 
that these norms are entirely absent when it comes to civilian AI applications. 
Instead, our analysis indicates that they are relatively more prevalent in the military 
context (see supplementary material Table A). Thus, as a value, robustness is com-
paratively more significant in the context of military (D11) applications, including 
resilience as an important standard (D10). Further, accuracy is particularly impor-
tant in the context of military applications, including transparency on problems of 
inaccuracy:

4 Following Riebe et al (2021), a company’s website and respective insight into its business areas, range 
of products, or alliance of cooperation partners proves helpful. If a company is not included in the SIRPI 
Top 100 arms selling companies list and most of its sales lies within the civilian industries, it is defined 
as “civilian”. An ideal type of a dual-use company is defined by equal (50:50) share of civilian and 
defense sales. While suppliers for military infrastructure like telecommunication may also have industrial 
contracts with national governments, we focused on companies that are involved in the production of 
weapon systems.
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Although the RMS [root mean square; author’s note] errors for building recon-
struction […] indicate that our method provides reasonable geometrical accu-
racies (height error is the same as for single points if the parallax accuracy 
is about one image pixel), the results in building detection are less precise. 
(D12.; own emp.)

 Similarly, the EU guideline stresses the importance of the technical values of 
robustness and accuracy. These relate to both safety and security, which are cru-
cial in warfare scenarios. Military AI applications may support standards of Trust-
worthy AI, paying special attention to robustness and accuracy (European Commis-
sion, 2019) in more critical contexts. This reflects the potential to ensure security as 
proposed by the EU guideline (European Commission, 2019), while also indicating 
the technology’s possible normative ambiguity regarding general human and envi-
ronmental well-being. Information quality has also been relatively more important 
for military (D1) applications. Given the high stake of a military operation, errors 
due to low information quality may have a greater impact on people, e.g., by mis-
taking civilian infrastructure for military bases or by falsely engaging civilians as 
combatants.

Trustworthiness of Civilian AI Applications

At the same time, there is a comparatively stronger interest in civilian projects in 
awareness, indicating the importance of capturing the environment in all its com-
plexity. For example, SPARC, a project on autonomous driving in urban traffic, 
relies heavily on orientation in the context of moving and directing surrounding 
objects, opting for a “holistic representation” (D3), while at the same time train-
ing data is focused on “eventful […] and […] unique situations” (D13). Whether 
in terms of space, time, or speed, there is a strong reference to environmental infor-
mation. This is surprising, as situational awareness is not only stressed by the EU 
(European Commission, 2019) but is mostly apparent in military contexts.

Overall, civilian applications emphasize the relevance of explainability, which is 
referred to as “retaining many of the advantages of variational trajectory optimiza-
tion methods, in particular expressiveness” (D11; own emphasis). Others underline 
that “[t]he ability for humans to understand the reasoning process is essential to the 
presented case study” (D13). This highlights the ambivalence of explainability as a 
normative concept. While it may be defined as the ability to explain, interpretabil-
ity, namely the ability to provide (grounds for) an interpretation, is often associated 
with the concept of explainability, as it is also the case in the Trustworthy AI guide 
(European Commission, 2019). This requirement for civilian applications may be 
plausible, should special attention be paid to a broader and more diverse group of 
end-users. This becomes particularly apparent considering that the project on auton-
omous driving in cities (D11) stresses explainability (or expressiveness) the most.

It should be noted that both security and safety were also qualitatively deduced 
regarding military applications, indicating human-centric approaches albeit in dif-
ferent terms. Human dignity, implying human-centric approaches, represents one of 
the core values of Trustworthy AI (European Commission, 2019). Such statements 
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are more common in the context of civilian applications; as they apply AI applica-
tions that put focus on human reasoning, hand gestures, or the human body (see sup-
plementary material Table A). Military applications accordingly reflect less interest 
in a precise analysis of the social or intimate environment. Yet, a strong focus on 
people’s movements or behavior does not necessarily imply the implementation of a 
human-centric AI in terms of human dignity or personal rights.

Diffused Values Across Civilian and Military Applications

Regardless of the field of application, the authors of scientific publications were 
transparent about procedural problems. In contrast, AI was depicted relatively flaw-
less in online presentations of projects or product flyers. This may be due to the 
nature of scholarly debates, supporting values such as transparency (of problems). 
Problematic issues were not made transparent in shorter, more easily accessible 
online contributions, while such documents contained more direct references to eco-
nomic merits. The European expert group’s guide would suggest presenting com-
plex, inconvenient facts to a broader audience and allow for understandability inde-
pendent from personal background (European Commission, 2019). Furthermore, the 
figurative alignment of AI and animal behavior became visible. AI projects were 
oriented towards phenomena in nature, for example in the development of “swarms” 
of UAVs or processing as in an “ant colony” (D10). AI was also designed to imi-
tate the human essence. This is reflected in notions about the AI’s self and its abili-
ties (see supplementary material Table A). Trustworthy AI refers to approaches such 
as values-by-design, implying a certain degree of technological agency (European 
Commission, 2019). However, Fraunhofer projects do not reflect the awareness of 
such interactional approaches or non-human agency. While projects indicate anthro-
pomorphization of AI as well as bionic models, they do not guarantee trustworthi-
ness based on environmental awareness.

Discussion

Implications for Dual‑Use Assessment

The patent citation network analyses did not indicate direct diffusion of AI into pat-
ents for weapons and ammunition (F41, F42). This contradicts hypotheses stating 
that AI diffuses relatively easily from civilian to military industries due to its inno-
vative and intangible nature (Acosta et al., 2019; Gill, 2019; Reppy, 2006; Shields, 
2018). While inventions of weaponry mainly rely on other patents of the same field, 
they have also benefited from patents of civilian categories in the past. However, 
most of citations and cross references are found within the same patent category.

As pointed out in an interview with the Patent and Brands Center Rhein-Main, 
there is always the option of classified patenting (2019, personal communication). 
Looking at the patent networks, AI diffusion across defense and civilian fields is low 
and could only be observed within individual organizations. Drawing from this, TA, 
which aims at providing prospective knowledge for responsible R&D, should focus 
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on other spaces of knowledge transfer among businesses and research bodies instead 
of patent regimes. In general, regulation through the publication of patents may gen-
erate of trust. While we do not share the dichotomous perspective of unregulated 
trust relationships vs. highly regulated ones (Nissenbaum, 2001), we follow the 
idea of trust allowing for “risky” modes of behavior. To create relationships based 
on trust, regulatory efforts such as TA that focus on the diffusion of foundational 
knowledge of research may be necessary in the first place. In this context, the case of 
Europe is very interesting as the EU tries to incentivize synergies between defense 
and civilian industries to increase competitiveness of the defense and security sec-
tor (Edler & James, 2015; European Commission, 2013; Uttley, 2019). At the same 
time, the EU has fostered research to monitor the diffusion of dual-use innovations, 
to understand the networks and technological developments.5 Dual-use research 
of concern has provided approaches of risk assessment for individual researchers 
and organizations (Evans, 2014; Tucker, 2012), such as raising awareness, defin-
ing norms and supporting public discourse on technology related risks and possi-
ble future developments of socio-technical systems (Grunwald, 2020). Coeckelbergh 
(2020) has developed the discussion of distributed responsibility further by discuss-
ing a relational framework, making AI experts responsible for risk communication. 
Winfield and Jirotka (2018) showed a framework for ethical governance of AI and 
robotics companies, in which a network of regulatory bodies, regulations, and veri-
fication work together to build public trust. However, the discourse on effective yet 
flexible regulations and norms is still ongoing. In the following, we consider impli-
cations for Trustworthy AI regarding dual-use research.

Implications for Trustworthy AI

The parallel increase in scientific publications on AI (WIPO, 2019) allows to high-
light an additional focus on innovation diffusion by knowledge transfers in applied 
research. In this regard, the patterns of values reflecting responsible R&D, i.e., 
Trustworthy AI may be identified depending on the specific field of application or 
diffused across technologies. While differentiating between beneficial and malicious 
usage of AI may prove valuable in assessing the societal impact of an application 
(Brundage et al., 2018), a stronger focus on AI as a dual-use technology applicable 
for both civilian and defense purposes allows considering applications that have a 
decisive impact on human life. Such applications include the automated surveillance 
and analysis of people to gain intelligence information as well as automated func-
tions in armed systems to engage selected targets.

Design approaches referred to in the EU guide and other studies (European 
Commission, 2019; Umbrello & De Bellis, 2018) offer possibilities for appropriate 
implementation. As an umbrella organization of research institutes, Fraunhofer has 

5 As part of their strategy to monitor emerging technology in security critical and dual-use areas, the EU 
has supported the development of the TIM Dual-use data mining tool, which uses scientific texts, like 
abstracts, patents, and EU project description to map the network of dual-use relevant innovation hubs 
(https:// knowl edge4 policy. ec. europa. eu/ text- mining/ tim- dual- use_ en).

https://knowledge4policy.ec.europa.eu/text-mining/tim-dual-use_en


1 3

Dual-Use and Trustworthy? A Mixed Methods Analysis… Page 15 of 23    12 

incorporated interdisciplinary work (Marzi et  al., 2018). However, concerning the 
studied research groups, the documents did not suggest room for a diverse discourse 
in favor of a Trustworthy AI, which would promote further deliberations (Euro-
pean Commission, 2019) on trust, the anthropomorphization of AI (Ryan, 2020), 
and general acceptance of AI technologies (Winfield & Jirotka, 2018). A transpar-
ency report, as suggested by Winfield and Jirotka (2018), could include a statement 
on results that may be difficult to interpret, as well as a reflection on institutional 
contexts and diverse societal effects of implementation. Additionally, the differ-
ent approaches towards trust and moral decision-making by artificial agents (Arkin 
et  al., 2012) may become an increasingly important issue for TA. Trustworthy AI 
might benefit from encouraging discussions about concrete procedures for fruitful 
interdisciplinary work and clarification of contextual conditions, such as economic 
competitiveness in the application of ethics. Interpreting the different values of 
civilian and military AI applications suggests that Trustworthy AI is more consist-
ent when the diversity of contexts is included. As Trustworthy AI is considered a 
“horizontal foundation” to facilitate the development of trustworthy innovation, the 
EU suggested to add “sectorial” perspectives to adjust to the context-specificity of 
AI systems (European Commission, 2019). To assess the diffusion of innovation 
the context needs to be considered, while expanding the focus on related sectors. 
Prioritization of values differs regarding the context of application. This influences 
the diffusion of innovation as adjustments to other requirements have to be made 
but more significantly, as values are inscribed in the technology. While we illustrate 
how the prevalence of values may differ across fields of application, we do not pro-
pose that they are exclusive to specific sectors. Instead, our study proposes a vantage 
point for future research on norm emergence such as dual-use focused TA, poten-
tially including stakeholder analysis.

Finally, our study indicates that some of the values are closely associated, such as 
explainability and interpretability or well-being, safety, and security. Thiebes et al. 
(2020) propose five principles of trustworthy AI, offering a synthesis of relevant 
values or requirements of ethical frameworks, such as in the EU guide (European 
Commission, 2019). While there is indeed common ground regarding relevant val-
ues that influence relationships of trust, our analysis emphasizes the importance of 
finding a common language and clarifying the existence of divergent understandings 
that may prevail across different national frameworks, albeit references to the same 
labels (Roberts et al., 2021).

Limitations

As we focus specifically on AI patents, we did not include patents for advanced 
robotics of the class B64G 2001 (USPTO, 2019) or other commercial areas (e.g., 
aviation and aerospace), and therefore limited the sample to G06N patents. In addi-
tion, our sample only includes patents that cited at least one other patent, which is 
further limited by a focus on German patents for reasons of clarity. Even though the 
EU is one of the most active regions with regard to filing patents, especially in the 
AI field, many more patents are filed in Japan, the US, and China (Baruffaldi et al., 
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2020), thereby limiting the scope of this study and its implications to the EU with a 
focus on German R&D. Furthermore, certain innovations may be protected by secret 
patents and others may be subject to trade secrets or copyrights, or refrain from pat-
ent registration due to complicated analysis of territorial eligibility (Tiedrich et al., 
2020). Companies may remain competitive, using Machine Learning as a service 
instead of developing their own applications (Guthrie, 2019).

Conclusion

AI is seen as a general-purpose technology, and the study of the patterns of diffusion 
of innovation between civilian and defense applications is relevant not only for TA 
but also regarding normative concepts that influence the R&D of AI, such as Trust-
worthy AI. As a mixed method approach, we conducted a patent citation network 
analysis in the first step. Considering member states of the EU as well as defense 
and civilian contexts of application, this work studied innovation transfers between 
AI and weaponry patents and took company relations into account. While the patent 
citation network did not show any diffusion between weaponry patents and AI, the 
close-up on the German company network revealed that a few defense companies 
publish both AI and weaponry patents, which might also be due to their dual-use 
products. As the second part, the qualitative analysis of technology descriptions of 
both civilian and defense R&D projects of the Fraunhofer IOSB, allows reevaluating 
established measurements and playgrounds of technological diffusion. The diffusion 
of trustworthy AI norms between defense and civilian R&D projects revealed the 
hierarchical context-specific application of certain Trustworthy AI norms, such as 
robustness and accuracy for defense projects and explainability for civilian projects. 
While attention is paid to R&D of AI, both economically and politically, it is rel-
evant to gain insight into this development and to establish methods for its tailored 
dual-use and risk assessment and awareness measures to prevent unintended out-
comes (Tucker, 2012; Winfield & Jirotka, 2018). Advanced and further work may 
address the political context of Trustworthy AI and accompany EU strategies of fos-
tering the development of dual-use technologies, with a focus on economic syner-
gies (Edler & James, 2015).

Appendix

See the Tables 1, 2 and Figs. 2, 3.
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Table 1  Values that constitute Trustworthy AI according to the respective EU document (European 
Commission, 2019), non-exhaustive overview

Normative dimensions Values

Lawfulness EU primary law
Secondary law
UN human rights treaties, conventions of Council of Europe, EU member state 

laws
Domain-specific rules
Ensuring due process and equality before law
Citizens’ rights

Robustness (socio-
technical dimension)

Safety
Security
Offering alternatives
Accuracy
Reliability
Reproducibility

Ethical dimension Human autonomy, oversight
Human centric view (choice), dignity
Human rights and freedoms
Explicability (incl. interpretability)
Paying particular attention to vulnerable groups (historically disadvantaged 

groups, people with disabilities, children, unequal access to resources)
Privacy, data governance
Environmental and social well-being
Competitiveness
Accountability and responsibility
Involvement of stakeholders in all steps
Mindfulness of tensions (e.g., trade-off with accuracy)
Working towards continuous improvement
Trust
Holistic approach
Quality of service indicators (incl. traditional software metrics of functionality, 

i.e., usability, performance, maintainability)
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