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a b s t r a c t 

The number of newly published vulnerabilities is constantly increasing. Until now, the information avail- 

able when a new vulnerability is published is manually assessed by experts using a Common Vulnera- 

bility Scoring System (CVSS) vector and score. This assessment is time consuming and requires expertise. 

Various works already try to predict CVSS vectors or scores using machine learning based on the textual 

descriptions of the vulnerability to enable faster assessment. However, for this purpose, previous works 

only use the texts available in databases such as National Vulnerability Database. With this work, the 

publicly available web pages referenced in the National Vulnerability Database are analyzed and made 

available as sources of texts through web scraping. A Deep Learning based method for predicting the 

CVSS vector is implemented and evaluated. The present work provides a classification of the National 

Vulnerability Database’s reference texts based on the suitability and crawlability of their texts. While we 

identified the overall influence of the additional texts is negligible, we outperformed the state-of-the-art 

with our Deep Learning prediction models. 

© 2023 Elsevier Ltd. All rights reserved. 
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. Introduction 

IT systems are now ubiquitous and fundamental to society, 

usinesses, and individuals. Failures and disruptions can have 

atastrophic consequences for those affected. In 2017, for exam- 

le, two waves of ransomware attacks occurred, each resulting in 

ajor outages to businesses and infrastructure ( Elizabeth Dwoskin 

nd Karla Adam, 2017; McQuade, 2018 ). The vulnerability that en- 

bled these attacks had been known and fixed a month before the 

rst attack. In other attacks, such as the one on Microsoft Exchange 

erver in early 2021, only a few days passed between the discovery 

f the vulnerability and the start of attacks ( Brian Krebs, 2021 ). 

It is therefore important for researchers or system adminis- 

rators to learn about vulnerabilities as early as possible, ana- 

yze them and initiate countermeasures. Various publicly accessible 

atabases, such as the National Vulnerability Database (NVD) 1 and 

he Common Vulnerabilities and Exposures (CVE) 2 collect, struc- 

ure and prepare the published vulnerabilities for this purpose. 

owever, relevant information can also be found on many other 
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latforms, such as social media (especially Twitter), blogs, news 

ortals, and company websites. 

The Common Vulnerability Scoring System (CVSS) is used to 

ategorize different aspects of vulnerabilities. The result of this 

ategorization is a vector whose elements are a machine-readable 

epresentation of the vulnerability’s properties. 3 Based on the com- 

onents of the Common Vulnerability Scoring System (CVSS) vec- 

or a numerical vulnerability score (CVSS severity score) is cal- 

ulated. The vulnerability assessment is usually performed by IT 

ecurity experts based on the available Open Source Intelligence 

OSINT) information. OSINT refers to the structured collection and 

nalysis of information that is freely available to the public. 

There is a certain period of time when the information about 

 new vulnerability is published, but the assessment made by ex- 

erts is not yet available ( Elbaz et al., 2020; Ruohonen, 2019 ). Due

o the large mass of published vulnerabilities, it is difficult for re- 

earchers or, e.g. , responsible persons in companies to assess each 

ew vulnerability themselves. They are therefore dependent on the 

ssessments of experts. Accordingly, the longer it takes for the as- 

essment to become available, the longer it takes for countermea- 

ures to be taken to mitigate the vulnerability. During this pe- 

iod, the vulnerable systems are vulnerable to attack without the 
3 https://www.first.org/cvss/specification-document . 
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4 https://www.exploit-db.com/ . 
5 https://www.zerodayinitiative.com/ . 
esponsible parties knowing about it. It is therefore important that 

he assessment is available as soon as possible. 

Various works ( Elbaz et al., 2020; Han et al., 2017; Shahid and 

ebar, 2021 ) try to perform this assessment automatically based 

n the textual information available about a vulnerability using 

achine Learning (ML). This would allow for a much faster assess- 

ent. The vulnerability could already be assessed in an automated 

ay when it is published and the time window in which no at 

east preliminary assessment is available is kept small. It would 

lso allow experts to prioritize and make recommendations for the 

ssessment. 

Previous work largely uses only the short descriptions of vul- 

erabilities from NVD and CVE with some exceptions ( Almukaynizi 

t al., 2017; Chen et al., 2019b ). Han et al. (2017) , for instance,

resent a system for classifying vulnerabilities into different sever- 

ty levels based on CVSS. From Khazaei et al. (2016) comes a 

ork on predicting the numerical CVSS severity score. In addition, 

here are methods that automatically predict the entire CVSS vec- 

or ( Elbaz et al., 2020 ). Another work by Kuehn et al. (2021) de-

cribes a system that uses Deep Learning to predict the CVSS vec- 

or. However, the system requires labels created by experts to train, 

hich significantly increases the required effort f or larger datasets. 

urther, Deep Learning (DL) profits from large training datasets to 

hich the reference texts could contribute, which is currently not 

everage by related work. While crawling and analyzing OSINT in- 

ormation might pose threats to individuals, e.g. , privacy intrusion, 

t is mandatory to make current prediction systems more robust 

 Riebe et al., 2023 ). 

Goal This work aims to use as much textual data as possible to 

redict the CVSS vector of a vulnerability. This is to achieve the 

ost accurate estimation of the CVSS vector possible. It should 

e possible to use not only the short description of the vulner- 

bility, but also other types of texts, such as Twitter posts and 

ews articles for prediction in case of a new vulnerability. Possi- 

le sources of textual information about vulnerabilities should be 

ound and categorized. We aim to answer the following research 

uestions: Where can relevant textual information on vulnerabilities 

e found outside vulnerability databases (RQ1) ? and To which de- 

ree are public data sources beyond vulnerability databases suitable 

or predicting the CVSS vector (RQ2) ? This will clarify whether there 

re typical sources that regularly report on current vulnerabilities 

nd whether these are suitable as a basis for building a dataset for 

raining a ML system. 

Here, a first impression shall be gained by a rough manual 

earch and then the sources referenced in the databases shall be 

nalyzed automatically with regard to the type and scope of the 

eferences ( e.g. , blog posts, patchnotes, GitHub issues). With the 

elp of the texts, a ML model for predicting the CVSS vector is 

o be trained. The data must be filtered and cleaned for this pur- 

ose. The ML model shall use Deep Learning and use state-of-the- 

rt models as a basis. The model is evaluated and compared to 

revious work. 

Contributions The contribution to current research is an anal- 

sis of the references contained in the databases. This will cate- 

orize the references in terms of certain characteristics and suit- 

ble for ML models and can serve as a starting point for further 

ork on the use of the references (C1) . A method that collects 

nd processes the text contained on the referenced web pages 

ill be presented. In addition, a system is implemented and eval- 

ated that, unlike previous work, such as Elbaz et al. (2020) and 

uehn et al. (2021) , uses more extensive text from the ref- 

rences in addition to descriptions of vulnerabilities from the 

atabases (C2) . This method for predicting CVSS vectors surpasses 

he current state-of-the-art. Further, do we present an extensive 

xplainability analysis of our trained models as part of our evalua- 

ion (C3) . 
2

Outline The state of the art in research is considered in 

ection 2 , followed by a preliminary analysis of the references in- 

luded in NVD ( cf. Section 3 ). Requirements for references and the 

exts contained in them are defined and consequently the indi- 

idual references are evaluated, resulting in a selection of refer- 

nces. Section 4 explains the procedure for collecting the texts 

rom the references and a system for retrieving, processing, and 

toring the texts is presented. Section 5 evaluates the ML system, 

hile Section 6 discusses and compares the results with other 

ork. Finally, a conclusion is drawn in Section 7 . 

. Related work 

This section gives an overview over the state of the art in re- 

earch. We focus literature dealing with the prediction of CVSS 

ectors, scores, or levels. In addition, work that uses sources other 

han NVD in this context is considered. Automated assessment 

hould provide a time advantage over the assessment by human 

xperts. In this regard, different papers come to different con- 

lusions regarding the duration of the assessment, and the exact 

ethodology is not always clear. Elbaz et al. (2020) state for the 

bserved period from 2007 to 2019 that 90% of vulnerabilities were 

ssessed within just under 30 days, with a median of only one day, 

hile Chen et al. (2019b) indicate an average of 132 days between 

ublication and assessment for an observed period of 23 months 

n 2018 and 2019. 

NVD, CVSS, Information Sources Johnson et al., 2018 perform 

 statistical analysis of CVSS vectors in different databases con- 

aining vulnerabilities. In doing so, they show that despite dif- 

erent sources, the CVSS vector is always comparable and, conse- 

uently, seem to be robust. They state the NVD is the most ro- 

ust information source for CVSS information. On the other hand, 

ong et al. (2019) show that information in the NVD itself is 

ometimes inconsistent and propose a system that relies on exter- 

al sources to find, for example, missing versions of the software 

n question in the NVD. Accordingly, Kuehn et al. (2021) present 

n information quality metric for vulnerability databases and 

mprove several drawbacks in the NVD. In addition to vul- 

erability databases, other sources of information are used in 

ulnerability management. Sabottke et al. (2015) use Twitter 

o predict whether a vulnerability will actually be exploited. 

lmukaynizi et al. (2017) go a step further and use other data 

ources, such as ExploitDB 

4 and Zero Day Initiative 5 . However, no 

ext is used, but the simple existence of an article about a vulner- 

bility is used as a feature for the ML model. 

CVSS Prediction A large number of works deal with the predic- 

ion of CVSS vector, scores, or levels starting from text. As one of 

he first works, Yamamoto et al. (2015) use sLDA ( Mcauliffe and 

lei, 2007 ) to predict the CVSS vector based on the descrip- 

ions. For predicting the score, Khazaei et al., 2016 use Sup- 

ort Vector Machines (SVMs), random forests ( Breiman, 2001 ), 

nd fuzzy logic. Spanos et al. (2017) predict the CVSS vector us- 

ng random forests and boosting ( Freund and Schapire, 1999 ). 

L is first used in this context by Han et al. (2017) . By us-

ng an Convolutional Neural Network (CNN), no feature engi- 

eering is required. However, in doing so, the model only de- 

ermines the CVSS severity level from the options Critical, High, 

edium , and Low . Gawron et al. (2018) use DL in addition to 

aive Bayes, but here the result is a CVSS vector. Twitter serves 

s the data source for Chen et al. (2019a) . The ML model is based

n Long Short-Term Memory (LSTM) ( Hochreiter and Schmidhu- 

er, 1997 ) and predicts CVSS score. Sahin and Tosun (2019) also 

https://www.exploit-db.com/
https://www.zerodayinitiative.com/
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Fig. 1. Distribution of National Vulnerability Database description lengths. 
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6 https://www.cve.org/ResourcesSupport/FAQs#pc _ cve _ recordscve _ record _ 

descriptions _ created . 
7 Some descriptions list other, non-identical, vulnerabilities, which artificially in- 

creases the length of the description without giving further content. 
mprove on the Han et al. (2017) approach by using a LSTM. 

ong et al. (2019) show a multi-task learning method that sets 

p multiple classifiers on a single Neural Network (NN), mak- 

ng it more efficient. Liu et al. (2019) use the Chinese equiva- 

ent, the China National Vulnerability Database of Information Se- 

urity (CNNVD), as the data source rather than the NVD. Jiang and 

tif (2021) take scores not only from the NVD but also from other 

ources as a basis for their prediction of the score. The work of 

lbaz et al. (2020) focuses on a particularly tractable classification 

f the CVSS vector. Therefore, they do not use dimension reduction 

echniques. Kuehn et al. (2021) use DL to predict the CVSS vector, 

ased on the NVD’s descriptions, with the goal to aid security ex- 

erts in their final decision. The most recent approach proposed 

hahid and Debar (2021) , which uses a separate classifier based on 

 Bidirectional Encoder Representations from Transformers (BERT) 

odel ( Devlin et al., 2018 ) to determine the CVSS vector for each

omponent of the vector. Several proposals rely solely on the tex- 

ual data from the NVD. Some use text from Twitter or simple bi- 

ary features, such as the existence of an article about a particular 

ulnerability. Other vulnerability context tasks also use few differ- 

nt data sources. Yitagesu et al. (2021) also use Twitter as a source 

or a model for Part-of-Speech (POS) tagging. Liao et al. (2016) pro- 

ose a system which draws on several sources to filter Indicators 

f Compromise (IoC) from natural text. 

Research Gap OSINT is widely used in IT security ( Chen et al., 

019; Liao et al., 2016; Pastor-Galindo et al., 2020; Sabottke et al., 

015 ). Various works exist on the prediction of CVSS vectors based 

n descriptions. However, as research shows, few OSINT vulnera- 

ility sources are used ( Le et al., 2021 ), especially in the context of

VSS score, level, or vector prediction, and if they are, very sim- 

le features from other sources are used ( Almukaynizi et al., 2017 ). 

urthermore, there is no systematic analysis of the suitablility of 

VD references for CVSS vector prediction approaches. 

. Preliminary analysis 

The authors performed an exploratory analysis of the available 

ata, i.e. vulnerability descriptions and outgoing references from 

he NVD, to identify data suitability criteria and requirements for 

eb scraping. Suitable in the sense of the present work are texts 

hat describe a vulnerability and can be directly assigned to a vul- 

erability via the CVE identification number. Some special factors 

ave to be considered: 

• Each text shall be uniquely assignable to one and only one vul- 

nerability via the CVE identification number. Without this crite- 

rion a text could be used as a training example for two differ- 

ent permutations of one of the components of the CVSS vector. 

This makes it difficult for the ML algorithm to identify the rel- 

evant properties of the vulnerability. Also, since the vulnerabil- 

ities covered in a text may be very different, it does not make 

sense to use the same text for multiple vulnerabilities. It is even 

possible that only one vulnerability is really described, although 

several with different target vectors are mentioned. 

• The texts should not contain the target variable, i.e. , the CVSS 

vector. Otherwise, the ML model could predict the target pa- 

rameter based on the variable present in the input, without any 

actual meaningful learning effect. 

• There should be as little noise as possible. This ensures a high 

quality of the prediction. As stated in Section 2 , the data oth- 

erwise contain patterns that could negatively affect the ML 

model. 

Our secondary goal with this exploratory analysis is to iden- 

ify where to find usable data, assess the data quality and how it 

an be used . Those questions correlate with our research ques- 

ions ( cf. Section 1 ). 
3 
.1. Descriptions in the NVD 

The first and most important starting point for finding texts 

bout vulnerabilities is the NVD. We consider NVD entries from 

016 to 2021, based on the introduction of the current CVSS stan- 

ard version 3. Entries without CVSS version 3 information are ex- 

luded. This is the case for vulnerabilities in 2016, when CVSSv3 

as still in the process of wide adoption, and in 2021, where the 

VSSv3 vector was not yet available at the time the entries were 

etrieved. In total, we collected 88 979 entries. 

Individual entries in the NVD contain a short, expert curated 

6 

escription of the vulnerability. The length of the descriptions for 

ur collected entries ranges between 23 and 3835 characters, with 

n average of 310 and a median of 249. Fig. 1 shows the distri- 

ution of the length of the descriptions. Descriptions longer than 

0 0 0 characters are very rare, with the 95th percentile already at 

46 characters. The information content of texts correlates with the 

ure length of the texts, apart from some exceptions. 7 Likewise, a 

ingle, short sentence cannot describe all aspects of the vulnerabil- 

ty. As Fig. 1 illustrates, there are a large number of vulnerabilities 

n NVD with very short descriptions. 

Literature shows that the quality of vulnerability descriptions 

n the NVD differs ( Kuehn et al., 2021 ) and the quality can only

e assessed to a limited extent without a deeper analysis. A ran- 

om sample shows that many descriptions contain less informa- 

ion about the actual vulnerability, but list, e.g. , affected products 

nd version numbers. Such information is unrelated to the char- 

cteristics of the vulnerability and is therefore of little usefulness 

o predict the vulnerability severity. Nevertheless, Shahid and De- 

ar (2021) show that good results in the prediction of the CVSS 

ector are possible based only on NVD descriptions. Their method 

f CVSS score prediction achieves a Mean Squared Error (MSE) of 

.79 and a correctly predicted score in 53% of all cases. 

.2. Reference analysis 

Each NVD entry references websites. To identify, which web- 

ites are suitable to be crawled we first analyze what kind of ref- 

rences are involved and, based on these insights, build categories 

or reference domains. Second, we rate these groups based on their 

rawlability and potential text quality. 

In the given subset of all entries of the NVD there are a total 

f 2 51 485 references. The median number of references per vul- 

erability is 2. Many vulnerabilities have only a single reference, 

https://www.cve.org/ResourcesSupport/FAQs#pc_cve_recordscve_record_descriptions_created
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Fig. 2. Distribution of number of references per vulnerability in National Vulnera- 

bility Database. 
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Table 1 

The 30 most referenced domains in NVD, with additional entries to properly repre- 

sent each identified group. # gives the position in the Top-100, Num. refers to how 

many times the given domain is referenced, Gr. gives the assigned group, and Avail. 

depicts, whether unavailable domain is unreachable, redirect to domains unrelated 

to the vulnerability, or are only reachable after login. 

# URL Num. Gr. Avail. 

1 github.com 25,064 1 
√ 

2 securityfocus.com 20,645 2 
√ 

3 www.securitytracker.com 10,842 2 
√ 

4 access.redhat.com 8627 3/4 
√ 

5 support.apple.com 8069 3 
√ 

6 lists.opensuse.org 7930 2 
√ 

7 lists.fedoraproject.org 7212 2 
√ 

8 www.oracle.com 7006 3 
√ 

9 lists.apache.org 6294 2 
√ 

10 www.debian.org 5614 2/3 
√ 

11 security.gentoo.org 5289 4 
√ 

12 usn.ubuntu.com 5225 3 
√ 

13 lists.debian.org 4921 2 
√ 

14 portal.msrc.microsoft.com 4391 3 
√ 

15 www.openwall.com 4136 2 
√ 

16 packetstormsecurity.com 4068 4 
√ 

17 source.android.com 3672 3 
√ 

18 seclists.org 3462 2 
√ 

19 www.exploit-db.com 3412 5 
√ 

20 tools.cisco.com 3019 4/5 
√ 

21 security.netapp.com 2890 5 
√ 

22 ibm.com 2807 4 
√ 

23 exchange.xforce.ibmcloud.com 2673 4 
√ 

24 helpx.adobe.com 2643 3 
√ 

25 zerodayinitiative.com 2547 5 
√ 

26 bugzilla.redhat.com 2482 1 
√ 

27 rhn.redhat.com 2019 4 
√ 

28 www.mozilla.org 1785 4 
√ 

29 crbug.com 1458 1 
√ 

30 www.ubuntu.com 1397 3 
√ 

... 

33 bugzilla.mozilla.org 1075 1 
√ 

... 

47 wpscan.com 791 5 
√ 

... 

66 medium.com 443 6 
√ 

of the specific contributions, not on the website itself. 
5% have 8 or fewer references. There are a few outliers with over 

00 references. The distribution of the number of references can 

e seen in Fig. 2 . 

Over time, the diversity of references increased slightly. From 

016 until 2021 there are 6013 different referenced domains, of 

hich about 75% are accounted for by the 50 most frequent ones. 

n 2016, 990 different domains are referenced with 86% of all refer- 

nces coming from the 50 most referenced websites. In 2021, this 

rend increases to a total of 1711 domains referenced and the top 

0 account for 74% of all references, showing an increase of diver- 

ity. We build the 100 most frequently referenced NVD reference 

omains based on our dataset ( cf. Table 1 ). These domains account 

or 83% of all references in NVD. 

Table 1 shows the 30 most frequently referenced domains, with 

dditional entries to properly represent each group. 

We analyze which domains contain suitable descriptions of vul- 

erabilities and to what extent they are usable. Based on their 

haracteristics, we derive groups of references. In the following, we 

resent and describe the six identified groups in conjunction with 

ome sample domains. 

(1) Version control and bug tracker services 

Examples: GitHub , crbug.com , bugzilla.mozilla.com 

These sites mostly contain program code, output and log files, 

technical descriptions, and bug discussions. A more abstract de- 

scription of the vulnerabilities is rarely found. The domains are 

operated by the producers of the software, but contributions by 

users are also possible. Hence, there is not always an informa- 

tion verification by experts. On some sites the structure of the 

references is always identical, on others the structure is incon- 

sistent. 

(2) Mailing Lists 

Examples: lists.fedoraproject.org , lists.apache.org , lists.debian 

Contributions origin from different individual users and are 

mostly unstructured and inconsistent texts and code frag- 

ments. As a result, some references to a domain may allow a 

unique mapping from CVE-ID to text, while this is not pos- 

sible for other references to the same domain. Descriptions 

of vulnerabilities may be present, however, these are pre- 

dominantly technical details. On some domains, vulnerabil- 

ities fixed with an update are also only mentioned without 

further text. 

(3) Patchnotes 

Examples: support.apple.com , oracle.com , helpx.adobe.com 

These are often maintained large commercial vendors. A sin- 

gle reference to one of the domains in this group typi- 

cally contains information about many different vulnerabil- 

ities that have been closed with an update. On some do- 

mains, descriptions of the vulnerabilities are published, on 
4 
others, the CVE-ID is only mentioned. References to one and 

the same domain have mostly identical structures over the 

whole observed period. The articles are written by employ- 

ees of the respective companies. 

(4) Security Advisories 

Examples: tools.cisco.com , security.gentoo.org , ibm.com 

Vendors describe vulnerabilities in their own products in 

more detail on domains in this group. Often, only one vul- 

nerability is covered in a reference. The structures of the ref- 

erences on a domain are the same. The descriptions of vul- 

nerabilities are relatively detailed. The authors are employ- 

ees of the respective companies. 

(5) Third party articles about vulnerabilities 

Companies or users publish articles on domains of this 

group about weak points in the products of other manufac- 

turers. In some cases, this is part of a commercial business 

model based on services. Unlike the vulnerability-focused 

mailing lists, the structure of these posts is consistent. The 

contributions on some sites origin from professional em- 

ployees, while on other sites unverified users are the authors 

of the texts. 

(6) Blog posts and social media 

Examples: medium.com , twitter.com , groups.google.com 

References to domains from this group show high diversity. 

The structure of the contributions is inconsistent. Authors 

may be professional contributors as well as unverified users. 

A clear assignment of CVE-ID to text depends on the authors 

http://www.crbug.com
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http://www.helpx.adobe.com
http://www.zerodayinitiative.com
http://www.bugzilla.redhat.com
http://www.rhn.redhat.com
http://www.mozilla.org
http://www.crbug.com
http://www.ubuntu.com
http://www.bugzilla.mozilla.org
http://www.wpscan.com
http://www.medium.com
http://www.tools.cisco.com
http://www.security.gentoo.org
http://www.ibm.com
http://www.medium.com
http://www.twitter.com
http://www.groups.google.com
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Table 2 

Overview of the 5-point scale evaluation for the usability of the different groups in 

combination with the usual origin of the content. 

Group Origin Unique Uniform Abs. text 

VCS/Bug Tracker User 
√ √ √ √ √ √ √ √ 

Mailing Lists User 
√ √ √ √ √ 

Patchnotes Vendor 
√ √ √ √ √ √ √ √ √ √ 

Advisories Vendor 
√ √ √ √ √ √ √ √ √ √ √ √ √ √ 

Third Party 3 rd -P. 
√ √ √ √ √ √ √ √ √ √ √ √ √ 

Blogs/Social Media User 
√ √ √ √ √ √ 
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Our criteria for the usability of texts ( cf. Section 3 ) can- 

ot be met by general purpose crawling approaches, like trafi- 

atura ( Barbaresi, 2021 ), which ignore the characteristics of the 

arget-domain. Instead, solutions must be tailored to the target do- 

ain. This is the only way to extract texts from the references that 

eet our requirements. Since numerous domains are referenced, a 

re-selection must be made. 

The presented groups differ in terms of the usability of the ref- 

rences. Within the groups the domains are differently suitable. 

deally, text references enable a unique mapping from a CVE-ID to 

ext. The text must be an abstract description, since technical de- 

ails such as code descriptions out-of-scope in the present work. 

ince web scraper use the Hypertext Markup Language (HTML) 

ource code’s structure of the domain to extract the correct text, 

ndividual references to a domain should therefore always have the 

ame structure. 

A unified structure is used on domains where contributions are 

ublished or at least reviewed by a single entity. For the first and 

econd group, there is only a higher-level structure, but not a uni- 

orm structure of the actual contribution. For example, the basic 

tructure of a reference to an issue in GitHub is always the same, 

owever, the structure of the actual issue description might differ 

n each case. Table 2 shows an simplified overview of the differ- 

nt groups, whether they meet the uniqueness-, uniformity-, and 

bstract-text-requirements based on a 5-point scale. 

Domain Selection For the domain selection, it must be consid- 

red whether it is worth the effort to adapt a web scraper for a 

omain. Pages with the same structure and content require less 

ffort and promise a better yield, as the texts will be more likely 

o meet the established criteria. 

Starting from the frequency ranking of domains ( cf. Table 1 ), 

 domain selection is made based on the domains group and the 

roup ranking of Table 2 . 

• ibm.com 

Group 4 - 3447 References 

IBM publishes collected information about vulnerabilities in its 

own products. The individual texts are rather short. The assign- 

ment of text to CVE ID is easy thanks to the uniform structure 

of the articles. 

• tools.cisco.com 

Group 4 - 3019 references. 

Cisco publishes detailed descriptions for vulnerabilities in its 

own products or in third-party products that Cisco uses or in- 

tegrates into its own products, such as frameworks. In addition, 

technical details and code are sometimes included. The struc- 

ture of the articles is very similar. 

• zerodayinitiative.com 

Group 5 - 2899 references. Trend Micro 8 acts as a middle- 

man between the discoverers of zero-day vulnerabilities and 

the manufacturers of the affected products. The advisories are 
8 website: trendmicro.com/de _ en/business.html . 

5 
then published. The structure and type of description are al- 

ways the same. 

• talosintelligence.com 

Group 5 - 1335 References 

Talos is a commercial company belonging to Cisco offering ser- 

vices and products related to IT security. The website publishes 

articles about vulnerabilities discovered by Talos. The articles 

are very detailed. The text on the website includes code, ver- 

sion numbers, CVSS vector and other information in addition to 

the description. However, the text itself is structured by head- 

ings that are consistent for all posts. 

• qualcomm.com 

Group 3/4 - 1048 References 

Contains information collected monthly on vulnerabilities in 

Qualcomm products. Descriptions are brief. The structure is 

consistent, and the articles are sorted into tables. Partially the 

URLs deposited in the NVD are incorrect, because Qualcomm 

has changed the Uniform Resource Locator (URL) scheme over 

time. However, the monthly posts are still accessible under a 

modified URL. 

• support.f5.com 

Group 5 - 932 references 

F5 provides commercial IT security services and products. The 

referenced papers describe individual vulnerabilities in prod- 

ucts developed by F5. The structure is consistent. 

• wpscan.com 

Group 5 - 803 references. 

A provider that rehashes vulnerabilities from the WordPress 

ecosystem and offers services related to the security of Word- 

Press installations. For each CVE Identification number exists 

a short description, the structure of the page is the same 

throughout. 

• intel.com 

Group 4 - 771 references 

Intel publishes here lists of vulnerabilities that have been fixed 

with an update. The structure of the pages is always identical 

and an assignment is possible without any problems. 

• snyk.io 

Group 5 - 671 references 

Snyk offers several commercial vulnerability management prod- 

ucts. The company maintains a public database of vulnerabili- 

ties in Open-Source-Software (OSS), respectively in open source 

ecosystems like Node Package Manager (npm) or Maven. The 

descriptions are sometimes very detailed and the structure of 

the contributions is always identical. 

The selected web pages are referenced a total of 14 925 times. 

owever, it is to be expected that not all references are available 

nymore. 

Since we use novel information sources for our proposal, we 

lso want to verify, whether information sources, which are cur- 

ently regarded as high-quality information sources, e.g. , exploit- 

B and Common Weakness Enumeration (CWE), are able to im- 

rove current models. Hence, we select their texts as well to train 

 ground-truth model, to identify, whether additional data have an 

ctual influence in the training process. 

Special Features of Twitter Twitter is an important medium in 

T security and has been the subject of several works ( Chen et al.,

019c; Sabottke et al., 2015 ). Twitter is also frequently referenced 

n NVD and is found among the 100 most referenced websites. 

owever, a preliminary analysis shows that the references are un- 

sable. In some cases, only user profiles are referenced, such as for 

VE-2021-25179. 9 The reference twitter.com/gm4tr1x is the profile 
9 https://www.nvd.nist.gov/vuln/detail/CVE- 2021- 25179 . 

https://www.ibm.com/support/pages/node/6427953
https://www.tools.cisco.com/security/center/
https://www.zerodayinitiative.com/about/
https://www.trendmicro.com/de_de/business.html
https://www.talosintelligence.com/vulnerability_reports/
https://www.cisco.com/
https://www.qualcomm.com/company/product-security/bulletins/
https://www.support.f5.com/csp/home
https://www.wpscan.com/
https://www.intel.com/content/www/us/en/security-center/default.html
https://www.security.snyk.io/vuln/
http://www.twitter.com/gm4tr1x
https://www.nvd.nist.gov/vuln/detail/CVE-2021-25179
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Fig. 3. Example of Cisco website, referenced in https://www.nvd.nist.gov/vuln/ 

detail/CVE- 2021- 1148 . 
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f the vulnerability’s discoverer. 10 User profiles provide no mean- 

ngful information for the present work. Generally, such references 

re not in line with the CVE’s reference requirements. 11 In our 

ataset 17% of references on Twitter are links to profiles. Other 

eferences are retweets, such as seen in CVE- 2021- 27549 12 , yield- 

ng the same problem. The original tweet is also referenced in the 

VD. 

Some Twitter references actually contain a description of the 

ulnerability. Twitter is thus very important as a medium to ex- 

hange information between experts in a short amount of time, 

ut cannot serve well as a source for texts in this work. 

. Implementation 

While the previous section ( cf. Section 3 ) examined the space 

f available references and accompanying requirements, this sec- 

ion explains the process of web scraping and model training. 

.1. Web scraping 

The selected domains ( cf. Section 3.2 ) are publicly available, but 

o Application Programming Interface (API) exists to retrieve their 

ontent. So the texts have to be extracted from the pages via web 

craping. 

Through the robots.txt 13 , the operator of a website can select 

hich bots should access which URLs. However, this employs only 

 soft restriction, since it cannot be technically enforced. With the 

ython library urllib , the robots.txt of the selected domain is 

hecked whether access to the NVD referenced in the URLs is al- 

owed. In some cases, a delay between requests is desired due to 

he non-standard directive crawl-delay . The developed web scrap- 

rs respect this accordingly. 

While trafilatura ( Barbaresi, 2021 ) seem promising, our insights 

rom Section 3 show, that it should be avoided in the present work. 

igure 3 shows an example of the relevant part of Cisco’s website. 

t contains the requested description as well as other texts that is 

resent on this page. The static texts, such as headings and various 
10 The reference to the SolarWinds vendor page lists the name Gabriele Gristina as 

he discoverer. His LinkedIn and GitHub account are also referenced, in addition to 

he Twitter profile. 
11 https://www.cve.org/ResourcesSupport/AllResources/CNARules#section _ 8-3 _ 

ve _ record _ reference _ requirements . 
12 Referencing https://www.twitter.com/0xabc0/status/1363855602477387783 . 
13 https://www.robotstxt.org/ . 

b

r
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s

6 
egal information, are the same for each reference and represent 

oise. While trafilatura removes parts such as the page header, big- 

er chucks like the legal information are still present during text 

xtraction. 

The results are similar for ibm.com, zerodayinitiative.com, wp- 

can.com, talosintelligence.com , and snyk.io . Some unwanted con- 

ent could still be removed by filtering the output by trafilatura, 

ut this would require post-processing, which negates the idea of 

rafilatura. On some pages of qualcomm.com and intel.com multiple 

ulnerabilities are treated together, which introduces noise in the 

raining process. During implementation we identified, that, e.g., 

ualcomm.com changed its URL structure, so that some of the refer- 

nced URLs are unavailable. However, a manual search shows that 

he pages themselves are still present under other URLs. 

Since Trafilatura cannot execute JavaScript, the pages of sup- 

ort.f5.com cannot be retrieved at all. This is because the server re- 

ponds to initial Hyper Text Transfer Protocol (HTTP) GET requests 

or the referenced URLs with a JavaScript file embedded in HTML. 

n a browser, the script is then executed and thus the actual page 

ontent is loaded. While Trafilatura might work in other contexts, 

t is, in many ways, not suitable for the present work, partly due 

o the special requirements ( cf. Section 3 ). 

Several other technologies offer better controllability and in- 

epth filtering capabilities. Selenium 

14 is a framework for auto- 

ated testing of web applications and enables automatic control of 

ull-featured web browsers in the background, e.g. , Google Chrome 

nd Mozilla Firefox. Through APIs for various programming lan- 

uages, including Python, the web browser can be controlled. The 

PIs allow access to the Document Object Model (DOM) represen- 

ation of the HTML content of the accessed web page. For test- 

ng, user interaction can be simulated, such as clicks or input. Se- 

enium thus provides everything necessary to JavaScript enriched 

eb pages. However, it is not a lightweight and particularly fast 

olution. 

Beautiful Soup 15 is an OSS web scraping library for Python. It 

llows parsing of HTML files. The user can navigate through the 

PI structure to get selected parts of the web page. Beautiful Soup 

s lightweight and faster than Selenium, but is limited to HTML 

ontent. If parts of the page are reloaded using JavaScript, Beautiful 

oup cannot access them accordingly. 

Since the amount of references to be retrieved with the Web 

craper is limited to 14 925 and the retrieval is done only once, 

ime plays only a minor role. Rendering the web pages with Sele- 

ium takes most of the time. The speed can be increased linearly 

y parallelization. 

The program is structured according to the producer-consumer 

esign pattern. First, all URLs are collected, then multiple threads 

re started to process the URLs in parallel. The correct web scraper 

s selected based on the URL. 

The web scrapers for talosintelligence.com and intel.com are im- 

lemented using Beautiful Soup, and Selenium is used for the rest 

f the pages. The Beautiful Soup based web scrapers take about a 

econd to retrieve and parse a web page, while Selenium based 

eb scraper usually takes about five seconds. The web scraper 

rst waits until the requested page is fully loaded and no more 

avaScript is executed. Sometimes this leads to a blockade, because 

avaScript is executed permanently. Therefore, the execution times 

ut after 20 s. The page with the actual text is usually fully loaded 

y that time and can be parsed. Since such timeouts seldom occur, 

esulting idle times are negligible. In total, a complete run over all 

eferences in the selection took about 12 h at a measured Internet 

peed of about 50 MBit/s and five parallel web scrapers. 
14 https://www.selenium.dev/ . 
15 https://www.crummy.com/software/BeautifulSoup/ . 

https://www.nvd.nist.gov/vuln/detail/CVE-2021-1148
https://www.nvd.nist.gov/vuln/detail/CVE-2021-27549
https://www.twitter.com/0xabc0/status/1363788023956185090
https://www.documentation.solarwinds.com/en/success_center/servu/content/release_notes/servu_15-2_release_notes.htm
https://www.linkedin.com/in/gabrielegristina/#experience
https://www.github.com/matrix
https://www.cve.org/ResourcesSupport/AllResources/CNARules#section_8-3_cve_record_reference_requirements
https://www.twitter.com/0xabc0/status/1363855602477387783
https://www.robotstxt.org/
https://www.selenium.dev/
https://www.crummy.com/software/BeautifulSoup/
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Table 3 

Number and proportion of each reference successfully retrieved 

by the web scraper from the preselection. 

References 

Webpage Crawled Ratio 

ibm.com 2868 0.83 

tools.cisco.com 3004 0.99 

zerodayinitiative.com 2899 1.0 

talosintelligence.com 1201 0.89 

qualcomm.com 697 0.66 

support.f5.com 740 0.79 

wpscan.com 35 0.04 

intel.com 731 0.94 

snyk.io 627 0.93 

Total 12,802 0.85 

Fig. 4. Distribution of text lengths retrieved with the web scraper. 
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As mentioned before, some URLs for qualcomm.com are unavail- 

ble. Hence, the web scraper is set up to first check the NVD’s ref-

rence and if it fails, start another attempt corrected URL, corre- 

ponding to the current URL scheme. This reliably fixes the URL 

roblems for qualcomm.com . 

Further, we use known high quality information sources, which 

elate their texts to the NVD’s vulnerability identifier to evaluate, 

hether the quality of the information sources might be prob- 

ematic. Here we use the CWE 16 and exploit-DB 

17 as information 

ources. As for the CWE we add the texts of the referenced CVE id 

o the training set for a quality assurance model ( cf. Table 6 ), while

or exploit-DB we collected the texts for 2402 vulnerabilities, based 

n a listing by Mitre 18 . 

In total, 12 802 references (85%) of the 14 925 original ones are 

uccessfully retrieved ( cf. Table 3 ). During the crawling process, we 

dentified problems with wpscan.com . The domain permits all bot 

ccess in its robots.txt, but blocks all requests after five initial ones 

n quick succession. This means that it is not possible to retrieve 

any references in a meaningful way. Of the 803 references origi- 

ally available, only 35 were retrieved (indicated with italic font). 

Figure 4 shows the distribution of lengths of successfully re- 

rieved texts. The average is 817.11, the median is 532 characters. 

he texts are between 32 and 32 206 characters long. Thus, the 

btained texts are significantly longer than the descriptions from 

VD ( cf. Fig. 1 ). 

.2. Deep learning classifier 

The goal of the work is to predict the entire CVSS basis vector, 

he problem is split into several sub-problems in the form of clas- 
16 https://www.cwe.mitre.org/ . 
17 https://www.exploit-db.com/ . 
18 https://www.cve.mitre.org/data/refs/refmap/source- EXPLOIT- DB.html . 

7

ifying the individual components of the vector. The components 

f the CVSS vector are Attack Vector (AV), Attack Complexity (AC), 

rivileges Required (PR), User Interaction (UI), Scope (S), Confiden- 

iality Impact (C), Integrity Impact (I), and Availability Impact (A) 19 . 

or each component there is an independent classifier. As a result, 

ight models must be trained separately. 

.2.1. Model selection 

Shahid and Debar (2021) use a model based on BERT ( Devlin 

t al., 2018 ) for their work. A classifier in the form of a fully-

onnected feed-forward NN is placed on top of the BERT base 

odel in each case. Shahid and Debar (2021) use BERT-small ( Turc 

t al., 2019 ), rather than the original version of BERT ( Devlin et al.,

018 ). This model achieves a similar result in various benchmarks 

ith significantly fewer parameters than BERT, but is faster to 

rain. Since eight models must be trained, we adapt this idea to 

se one of the smaller BERT models. DistilBERT ( Sanh et al., 2020 )

ives an even slightly better results than BERT-small ( Turc et al., 

019 ) while also having fewer parameters than the original BERT. 

For our implementation, the OSS library transformers 20 from 

uggingface ( Wolf et al., 2020 ) is used. This provides an abstrac- 

ion of the actual PyTorch 

21 models and provides easy access to 

any different pre-trained models. DistilBERT ( Sanh et al., 2020 ), 

ERT-small and BERT-medium 

22 ( Turc et al., 2019 ), among others, 

re available via the transfomers API. 

.2.2. Training 

The entire dataset is composed of descriptions from the NVD 

nd texts retrieved from the selected domains ( cf. Section 4.1 ). We 

rawled 88 979 NVD descriptions and 12 755 texts, for a total of 10 

734 datapoints. In the following, NVD descriptions and retrieved 

exts are treated identically, i.e. , the origin of texts is ignored. The 

ataset is split into a training set with 75% and a test set with 

5% of the texts. This ensures that texts referring to the CVE ID are 

lways also in the same set. 

For our quality model , which uses exploit-DB and CWE as addi- 

ional data sources, we aim to train a model on a dataset similar 

o the one described, the number of data points stays the same 

s before, but the text from exploit-DB and CWE are appended 

o the training set texts to enhance their quality. During manual 

nalysis, we saw, that this might push the boundary of the 512 to- 

ens, which can be used as input for our language models, but the 

atter parts of the exploid-DB texts usually contain source code, 

hich should be ignored either way. This differs from the men- 

ioned method of creating a data point for each single text, ignor- 

ng its origin. Our motivation behind doing this is (i) when cre- 

ting a single data point for each single text, including the CWE, 

e might get different texts all mapping to the same CVSS value, 

hich should worsen the model quality and (ii) this would result 

n different test sets, making a comparison of model quality diffi- 

ult. 

The training of the individual DistilBERT, BERT-small, and BERT- 

edium models is performed independently on the LIchtenberg 

igh-performance computer. It provides Graphics Processing Units 

GPUs) of type Nvidia Ampere 100 and Volta 100. The batch size is 

et based on the available GPU. Table 4 shows the possible batch 

ize and time needed for six epochs of training including evalu- 

tion after each epoch. As one be seen, the training time does 

ot decrease quite linearly with batch size. The speed of GPUs 

lso plays an important role. In experiments, the training could 

lso be performed on Nvidia T40 and K80 with 16Gb memory. 
19 https://www.first.org/cvss/specification-document . 
20 https://www.huggingface.co/docs/transformers/index . 
21 https://www.pytorch.org/ . 
22 https://www.huggingface.co/prajjwal1/bert-medium . 

http://www.ibm.com
http://www.tools.cisco.com
http://www.zerodayinitiative.com
http://www.talosintelligence.com
http://www.qualcomm.com
http://www.support.f5.com
http://www.wpscan.com
http://www.intel.com
http://www.snyk.io
https://www.cwe.mitre.org/
https://www.exploit-db.com/
https://www.cve.mitre.org/data/refs/refmap/source-EXPLOIT-DB.html
https://www.first.org/cvss/specification-document
https://www.huggingface.co/docs/transformers/index
https://www.pytorch.org/
https://www.huggingface.co/prajjwal1/bert-medium
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Table 4 

Batch size and training duration of the different models (Dist. = DistilBERT, Sm. = 

BERT-small, Med. = BERT-medium) depending on the used GPUs. 

GPU info Batch size Time [min] 

Model Mem. Dist. Sm. Med. Dist. Sm. Med. 

A100 40Gb 48 128 56 60 25 35 

V100 32Gb 40 96 48 132 50 95 

T40/K80 16Gb 24 64 28 - - - 
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Fig. 5. Distribution of difference between the predicted score with the DistilBERT 

classifiers and Ground Truth (GT) Common Vulnerability Scoring System (CVSS) 

score. 

Fig. 6. Distribution of DistilBERT classifier predicted scores and the correct Com- 

mon Vulnerability Scoring System (CVSS) scores. 
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hahid and Debar (2021) freeze the layers of the BERT model for 

he first three epochs of training and only let the classifier adapt. 

. Evaluation 

The previously trained models are evaluated in this section. For 

his purpose, different metrics for the individual classifiers are con- 

idered and compared, including white-box indicators to recon- 

truct the decision process of our models. Finally, we determine 

hether the additional texts have an impact on the overall score. 

.1. Classifier 

Table 5 shows various metrics (Accuracy, Recall, Precision, 

1, Cohen κ) of our classifiers. The F1 scores are arithmetic 

eans (macro weighted), so the different distribution of target 

ariables is not taken into account. 

All models, except the Availability Impact (A) model, achieve 

1-scores above 0.8 for all components. The quality of our clas- 

ifiers is thus comparable to the classifiers of Shahid and De- 

ar (2021) . However, a clear improvement cannot be seen from the 

etrics. 

For Attack Vector (AV), all models achieve very good predictions 

or the overrepresented values N and L . Although the values P and 

 occur very rarely, the classifiers still manage to correctly detect 

ver 70%. 

The classifiers for Attack Complexity (AC), Privileges Required 

PR), and A work for frequent values, but are much worse for less 

requent ones. While the F1 score for AC and PR is unremarkable 

n each case, this imbalance is evident in the lower Cohen’s κ . In 

articular, for AC H , the classifiers are not reliable in this way. For 

, only around 40% are correctly detected for L , which is the lowest 

ate of all classifiers. 

For User Interaction (UI), Scope (S), Confidentiality Impact (C), 

nd Integrity Impact (I), the classifiers are good to very good, with 

he best results for UI. 

Overall, a highly uneven distribution of values in the dataset 

ends to lead to worse results in predicting the underrepresented 

alues, which is a common problem with DL. 

.2. CVSS Score 

To obtain the total CVSS score, the results of the classifiers of a 

odel are combined. From the individual components, the score is 

alculated according to the CVSS standard. 23 The obtained scores 

re compared with the expert generated scores in the NVD. 

Table 6 shows the Mean Absolute Error (MAE) and MSE and 

he fraction of vulnerabilities where the predicted score is higher, 

ower, or equal to the NVD’s Ground Truth (GT). We also in- 

luded the results of our high-quality references model, which was 

rained on NVD, CWE, and exploit-DB texts ( cf. Section 4.1 and 

ection 4.2.2 ), as well as a comparison of our approach against 

he proposals by Shahid and Debar (2021) ; Spanos et al. (2017) . In

ig. 5 the distribution of differences from true to predicted score of 
23 https://www.first.org/cvss/specification-document . 

8 
istilBERT classifiers is shown. The average difference is 0.6, while 

5% of all predictions are within the range of 1 around the actual 

core. 

Figure 6 shows the ratio of true to predicted scores for the 

istilBERT classifiers. All models predict scores rather higher than 

ower compared to the original score, but the difference is very 

mall. In general, it is better to score a vulnerability too high than 

oo low, but depending on the use case, this can be a problem ( e.g. ,

f an information overload is already present). Table 6 shows, that 

here is no difference, in terms of MSE and MAE, compared to the 

eference OSINT texts. This is either the result of a negligible influ- 

nce of the concatinated text parts during the training and clas- 

ification process ( cf. Section 4.2.2 ), or the already high quality 

f other OSINT references. Either case should be inspected in fu- 

ure work. Another striking phenomenon is the series of predic- 

ions with a score of 0.0. These are 111 (DistilBERT), 151 (Bert- 

mall), and 121 (Bert-medium) predictions. If N is predicted for 

ach of the C, I, and A components, this makes the Impact Sub 

core (ISS) 24 equal to 0. The Impact Sub Score (ISS) is multiplied 

y the other CVSS components, resulting in 0.0 for the total score. 
24 https://www.first.org/cvss/specification-document . 

https://www.first.org/cvss/specification-document
https://www.first.org/cvss/specification-document
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Table 5 

Accuracy (Acc), Recall (Rec), Precision (Prec), F1 Score, and Cohen’s κ (Cohen) for the eight classifiers (Attack Vector (AV), Attack Com- 

plexity (AC), Privileges Required (PR), User Interaction (UI), Scope (S), Confidentiality Impact (C), Integrity Impact (I)) of each model. 

Calculated on the test set. 

DistilBERT BERT-small BERT-medium 

Acc Rec Prec F1 Cohen Acc Rec Prec F1 Cohen Acc Rec Prec F1 Cohen 

AV 0.93 0.82 0.85 0.84 0.84 0.91 0.82 0.82 0.82 0.81 0.93 0.83 0.85 0.84 0.82 

AC 0.96 0.78 0.85 0.82 0.64 0.96 0.8 0.84 0.83 0.61 0.94 0.79 0.84 0.8 0.61 

PR 0.87 0.8 0.81 0.8 0.74 0.86 0.8 0.81 0.8 0.73 0.87 0.8 0.82 0.8 0.74 

UI 0.95 0.94 0.93 0.93 0.87 0.93 0.94 0.94 0.94 0.88 0.94 0.94 0.94 0.94 0.88 

S 0.95 0.92 0.93 0.92 0.85 0.95 0.91 0.93 0.92 0.85 0.95 0.92 0.93 0.93 0.86 

C 0.89 0.85 0.86 0.87 0.8 0.89 0.85 0.86 0.87 0.8 0.88 0.85 0.87 0.86 0.8 

I 0.9 0.87 0.9 0.89 0.83 0.88 0.87 0.89 0.87 0.81 0.88 0.87 0.89 0.88 0.83 

A 0.9 0.75 0.8 0.77 0.81 0.9 0.72 0.8 0.75 0.8 0.9 0.76 0.77 0.76 0.81 

Table 6 

Mean Squared Error (MSE), Mean Absolute Error (MAE), and proportion of cor- 

rect (Pred c ), too high (Pred h ), and too low (Pred l ) predictions. 

MSE MAE Pred c Pred h Pred l 

DistilBERT 1.44 0.61 62.1% 20.5% 17.3% 

DistilBERT quality 1.44 0.61 62.2% 17.5% 20.2% 

BERT-small 1.52 0.624 61.6% 20% 18.2% 

BERT-medium 1.47 0.617 61.6% 20% 18.1% 

Shahid and Debar (2021) 1.79 0.73 55.3% - - 

Spanos et al. (2017) - 1.74 - - - 
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here are no vulnerabilities that actually have this combination. 

ince there are few such predictions, the problem goes unnoticed 

n the metrics. However, critical vulnerabilities (with scores above 

.0) would be directly discarded because of this problem. 

.3. Explainability and interpretability 

For IT security applications, it is important that ML procedures 

re explainable. DL models usually lack this property. It is difficult 

o understand what the model has learned in its entirety. However, 

ndividual examples provide some insight into the model. 

The PyTorch library Captum 

25 implements various algorithms 

hat help explain DL models. For the following examples, we use 

ayer Integrated Gradients from Captum on the trained Distil- 

ERT classifiers ( Sundararajan et al., 2017 ). Table 7 shows exam- 

le description results for the CVSS prediction of CVE-2016-0775. 26 

ords that argue for the classification in each class are marked in 

reen, words that argue against are marked in red. For clarity, only 

he words with the greatest influence are marked. The classifier’s 

rediction is L , but N would have been correct. 

For human experts, the phrase “[..] allows remote attackers 

o [..]” is a clear indication that the Attack Vector (AV) is Network . 

s Table 7 shows, “remote attackers” also argues for N . However, 

he word “file” at the end of the description is strongly scored 

gainst N and for L . 

This way, a rough understanding of the representation learned 

y the models is gained. Many assessments are reasonable, but the 

L models still remain a black box for users. 

.4. Influence of additional texts 

We evaluate whether the texts retrieved via web scrapers have 

 positive effect compared to using the NVD’s descriptions only. For 

his purpose, new DistilBERT models are trained on the descriptive 

exts from NVD only. DistilBERT was chosen because the models 

erformed best overall in our previous evaluation ( cf. Table 5 ). The 
25 https://www.captum.ai/ . 
26 https://www.nvd.nist.gov/vuln/detail/CVE- 2016- 0775 . C

9

odels trained exclusively on NVD descriptions are called Distil- 

ERT desc in the following. 

Table 8 shows the results of the evaluation on different 

atasets. The Combined dataset is the previously used dataset of 

escriptions (2016–2021) and retrieved texts. Desc contains only 

he descriptions, but no additional reference texts. A new test 

ataset Desc 2022 is used, consisting of 5641 descriptions published 

etween January and May 2022. These descriptions were not pre- 

iously used for training and evaluation. 

On the combined dataset, the DistilBERT desc classifiers achieve 

ignificantly better scores. Over 80% of the predictions were cor- 

ect. We saw significant improvements for AV, AC, and A over 

he combined trained DistilBERT. On the NVD descriptions, the 

ombined trained DistilBERT is significantly better than Distil- 

ERT desc . The additional reference texts do have a positive effect. 

or Desc 2022 the models are on par. DistilBERT desc is only slightly 

etter here. 

These results are rather unexpected, i.e. , the model, which is 

rained purely on NVD descriptions performs significantly better 

n the prediction of all texts (including references) and the other 

ay around, and both models perform similar on a new dataset. 

he performance of the DistilBERT model trained on the com- 

ined dataset can be explained with the higher robustness, but 

he former cannot. The only clue might be the high quality of 

he NVD descriptions, but this is counterintuitive to the results of 

uehn et al. (2021) . 

However, since all models classify texts, which is comparable to 

redicting a discrete value, small differences might lead to a large 

ifference in the score. If, for example, the models are tasked to 

redict the CVSS score for CVE-2022-23442 27 and it would falsely 

redict the C impact as None , the impact score would be 0 and 

ith it the whole CVSS score would result in 0. There may be a 

mall but crucial difference between the DistilBERT-combined and 

istilBERT-descriptions classifiers for a single CVSS component, but 

he cause of the surprising results from Table 8 could not be de- 

ermined. 

. Discussion 

This section discusses the results ( cf. Section 5 ) and points out 

uture work. 

Analysis of References and Web Scraping 

The preliminary analysis identified sources of textual vulnera- 

ility information besides the NVD’s (RQ1) . Hereby, we grouped 

ources and rated their vulnerability uniqueness, uniformity of 

exts, and the presence of an abstract vulnerability descrip- 

ion ( cf. Table 2 ). Due to the strict selection, only references from 
27 https://www.nvd.nist.gov/vuln/detail/CVE- 2022- 23442 , with an expert rated 

VSS vector of AV:N/AC:L/PR:L/UI:N/S:U/C:L/I:N/A:N . 

https://www.captum.ai/
https://www.nvd.nist.gov/vuln/detail/CVE-2016-0775
https://www.nvd.nist.gov/vuln/detail/CVE-2022-23442
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Table 7 

Influence of words on prediction of Attack Vector (AV) (with the parameters N - Network, L - Local, A - Adjacent, P - Physical) based on description of CVE- 2016- 0775 . Green 

corresponds to a positive influence, red to a negative influence. Predicted AV: L . Correct AV: N . 

Table 8 

Mean Squared Error (MSE) and Mean Absolute Error (MAE) on different datasets. 

Combined Desc Desc 2022 

MSE MAE MSE MAE MSE MAE 

DistilBERT 1.44 0.61 0.455 0.203 1.941 0.811 

DistilBERT desc 0.544 0.248 1.393 0.604 1.928 0.788 
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roups 3, 4 and 5 ( cf. Section 3.2 ) are eligible. However, the re-

rieved texts for this purpose contain almost exclusively the ab- 

tract description. Whether noise would play a major role in the 

exts is unclear, which could be explored for further work. While 

elaxing our criteria would make significantly more web pages us- 

ble, the current used language model might not be suited for such 

ask. 

Since the used DL models are optimized for natural language, 

og files and source code could not be used. Some of the references 

ix code and natural language. The currently available Natural 

anguage Processing (NLP) models are not able to use source code 

n addition to natural language. Separate models for source code 

ould be used for this in the future. With such an improvement, 

uture work can build on our reference analysis ( cf. Section 3.2 ) 

nd try gather groups with mixed information types. 

But, with the current state of research, adaptation to each web- 

ite is necessary, which increases the effort linearly with the num- 

er of websites to create large datasets. Technically, there is oth- 

rwise little potential for optimizations to the implementation of 

eb scraping. Web scrapers can be parallelized as is and used pro- 

uctively. Other solutions not based on manually customized web 

crapers are not currently available. The need for manually adapted 

eb scraping would also be eliminated by a uniform standard, e.g. , 

ommon Security Advisory Framework (CSAF). 28 

Deep Learning Classifier Several different current DL models 

ere successfully trained and evaluated as classifiers for the com- 

onents of CVSS vectors. 

The retrieved reference texts could be used as a dataset to- 

ether with the descriptions. The obtained classifiers achieve good 

cores in several metrics ( Elbaz et al., 2020; Shahid and Debar, 

021 ). In particular, the DistilBERT model provides good results. 

herefore, the question of whether public data sources beyond 

atabases are suitable for predicting the CVSS vector (RQ2) can be 

nswered this way: Texts from OSINT sources are usable for CVSS 

rediction, but do not have a clear positive impact on the result in 

his form. It is possible to use OSINT as a textual source as a basis
28 https://www.oasis- open.github.io/csaf- documentation/ . 

t

p

o

10 
or CVSS prediction. Since the models require little time to train, it 

ould also be possible to train regularly to incorporate new infor- 

ation into the classifier’s decision. However, the expected posi- 

ive effect on the quality of the models did not occur due to the 

dditional texts ( cf. Section 5 ). Even just including known high 

uality OSINT sources besides the NVD did not positively influence 

he trained models. Either, the models are not influenced by these 

exts anymore due to the high bias of the previous text passages, 

.e. , the models are already saturated by the texts, or the texts used 

n the other training processes are of very high quality already. We 

mitted using additional high quality sources like ATT&CK, due to 

he given results (not any movement of results despite the addi- 

ional texts). 

Usability in Real-World Applications The results in Table 8 show, 

hat our DistilBERT model, trained on the combined dataset, is able 

o predict the correct vulnerability score based on the description 

ith a MSE of 0.46 and MAE of 0.2. This very accurate compared 

o other currently available methods Table 6 . Whether our results 

re suitable to support or even replace human practitioners in cy- 

er security depends on the use case. If the goal is to overcome 

urrent information overflow and get a first hint of the vulnerabil- 

ty landscape, it should be considered using a tool guided by the 

roposed CVSS models. The accuracy of predictions is very good 

nd enables to get a hint of the final CVSS score. If the use case

hould be completely outsourcing the NVD expert knowledge to 

uch models, we would not recommend this step. ML models can 

nly be as good as their training data and might be biased or be 

rone to domain shift, i.e. , perform worse on new data due to drift- 

ng terminology. While the latter problem might be solved by reg- 

lar retraining steps of the models, the former cannot simply be 

olved. One might, however, argue, that the bias can also be given 

y human personnel, but quality assurance steps in the pipeline 

f vulnerability assessment should always consider such problems, 

.g. , by verifying scores by different personnel. The models could, 

owever, support NVD personnel in the assessment process of new 

ulnerabilities and the training of new personnel. Further, should 

he insights of human personnel in the IT infrastructure always 

utweight the prediction of singular models. 

Limitations & Future Work In the area of web scraping, 

he paper is limited by the structure of the referenced web 

ages ( cf. Section 3 ). Future work may simplify web text collec- 

ion. This could lower the effort required to adapt web scrapers to 

ifferent web pages. Optimally, a solution would be as easy to use 

s Trafilatura, while still being able to find only the text related 

o a specific CVE ID. Also, a Graphical User Interface (GUI) based 

rogram could be developed that allows the selection of elements 

n a web page. Based on this selection, the program could then 

https://www.nvd.nist.gov/vuln/detail/CVE-2016-0775
https://www.oasis-open.github.io/csaf-documentation/


P. Kühn, D.N. Relke and C. Reuter Computers & Security 131 (2023) 103286 

g

s

t

i

l

i

e

8

c

t

i

t

g

c

t

e  

s

t

s

l

fi

H

7

b

p

a

m

K

p

e

O

i

p

i

g

i

e

s

fi

a

d

p

p

D

c

i

C

p

&

t

C

p

D

A

w

t

R

N

t

t

R

A

B

B

B
B

C  

C  

C

D

D  

D

E

F

G

G  

H  

H

J

J

L

K

K

L  

L

M

M

enerate the necessary code for the web scraper in a selected web 

craping framework. 

For the CVSS classifier it needs to be investigated whether more 

exts lead to better results. The influence of noise should be clar- 

fied as well and, based on this, the criteria for usable text estab- 

ished in this work should be evaluated again. 

The existing method may have potential for optimization at var- 

ous points. Depending on the specific use case, all texts from ref- 

rences could be used for training. The results in Tables 6 and 

 suggest that there might be potential for a currently unknown 

ombination of high quality texts and different volumes of texts, 

hat could improve the quality of CVSS prediction models. Unreal- 

stic scores with a score of 0 can be prevented by minor additions 

o the logic of the classifiers. Instead of BERT models trained on 

eneral language, models trained specifically on texts from IT se- 

urity could also serve as a basis. 

Data augmentation can be used to improve or compensate for 

he uneven distribution of different variables in the dataset ( Bayer 

t al., 2023 ). Section 5.3 has shown that the decisions of the clas-

ifiers are only partially understandable. Further work can improve 

he explainability and interpretability of the models. 

Additionally, the present work lacks a comprehensive compari- 

on against previous work. This results either from missing pub- 

ished models of previous work to reconstruct the results for a 

xed test-set or from the disjoint metrics, that are published. 

ence, a comparison was not possible. 

. Conclusion 

Vulnerabilities in IT systems pose a major threat to society, 

usinesses, and individuals. A fast and reliable assessment of newly 

ublished vulnerabilities is therefore necessary. The increasing 

mount of new vulnerabilities makes timely assessment by hu- 

an experts difficult. Therefore, various works ( Elbaz et al., 2020; 

uehn et al., 2021; Shahid and Debar, 2021 ) deal with automated 

rediction of CVSS vector, score or level by ML. These works, how- 

ver, focused on the NVD data alone, rather than using additional 

SINT texts for vulnerabilities. In this work, the possibility of us- 

ng OSINT as a vulnerability texts source was investigated. First, a 

reliminary analysis of the referenced domain in NVD vulnerabil- 

ty entries was performed. In this, the domains are classified into 

roups based on criteria according to their usability. This resulted 

n a pre-selection of domains which later are scraped. The refer- 

nce texts and NVD descriptions, as well as selected high quality 

ources, were used as training set for different DL-based classi- 

ers. Finally, the classifiers were evaluated and their quality was 

ssessed. The classifiers achieve good results in predicting the in- 

ividual components of the CVSS vectors. The CVSS scores com- 

uted from them have low error rates and real world usage of the 

roposed models should be considered for certain use cases. 
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