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1 Introduction and Brief History

Social media is a part of everyday life today.1 Tim O’Reilly (2007) first
defined Web 2.0 as an architecture of participation with new possibilities for

1 This essay is based on our previous article “Fifteen years of social media in emergencies:
A retrospective review and future directions for crisis informatics” (Reuter & Kaufhold, 2018),
which summarizes the development of 15 years in the field of crisis informatics research. The
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social interaction. Over the years, this interaction has increasingly been subsumed
under the term social media, whichKaplan andHaenlein (2010) have defined as a
“group of internet-based applications that build on the ideological and techno-
logical foundations ofWeb 2.0, and that allow the creation and exchange of user-
generated content.” Here, user-generated content refers to “the various forms of
media content that are publicly available and created by end-users” (Kaplan &
Haenlein, 2010). Allen (2004) noted that the “core ideas of social software itself
[sic] enjoy a much longer history, running back to Vannevar Bush’s ideas about
the storage-device Memex in 1945 through terms such as augmentation, group-
ware, and Computer Supported Cooperative Work (CSCW) in the 1960s, 70s,
80s, and 90s.” In compliance, Koch (2008) argued that “most of what currently is
advertised as a revolution on the web has been there as CSCW applications years
(or even decades) ago – however, not as nice and as usable as today.”According to
statistics (Statista, 2020), the most frequently used types of social media currently
include Facebook with about 2.6 billion active users monthly, YouTube
(2 billion), WhatsApp (2 billion), WeChat (1.2 billion), Instagram (1 billion),
TikTok (800 million), and Twitter (326 million).
Not only is social media part of everyday life, but it is also used in critical

situations: Already after the attacks of 9/11 in 2001, citizens set up wikis to
collect information about missing persons (Palen & Liu, 2007), and FEMA and
the Red Cross used web-based technologies to inform the public and make
status reports available internally and externally (Harrald et al., 2002). Since
about 2006, the use of social media in emergencies has developed into a large
field of research, which is often termed crisis informatics. The term coined by
Hagar (2007) and later further elaborated by Palen et al. (2009) “views emer-
gency response as an expanded social system where information is disseminated
within and between official and public channels and entities.” Today, crisis
informatics “is a multidisciplinary field combining computing and social science
knowledge of disasters; its central tenet is that people use personal information
and communication technology to respond to disaster in creative ways to cope
with uncertainty” (Palen & Anderson, 2016). In recent years, various studies
have emerged that deal with the use of social media in emergencies. Journals
worldwide have taken up the topic in special issues (Hiltz et al., 2011; Imran
et al., 2020; Pipek et al., 2014; Reuter, Mentler, et al., 2015; Reuter, Stieglitz,
et al., 2020) as well as tracks at various conferences, such as CSCW and
ISCRAM (Reuter, Backfried, et al., 2018). Recently, corresponding researchers
developed and published a literature resource on crisis informatics research to
support research on the COVID-19 pandemic (Palen, 2020). As of 2020,

sections on usage, role, and perception patterns were modified and updated with recent develop-
ments thoroughly. Furthermore, a novel section on information patterns was added.

This work has been co-funded by the German Federal Ministry of Education and Research
(BMBF), project CYWARN (13N15407), by the LOEWE initiative (Hesse, Germany) within the
emergenCITY centre, and by the German Federal Ministry of Education and Research and the
Hessian Ministry of Higher Education, Research, Science and the Arts within the joint support of
the National Research Center for Applied Cybersecurity ATHENE.
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considering published articles, leading researchers currently active in this area
include (sorted in alphabetical order by institution) but are not limited to the
groups of Amanda Lee Hughes at Brigham Young University (USA), Hemant
Purohit at George Mason University (USA), Ira Helsloot at Radboud
University Nijmegen (NL), Starr Roxanne Hiltz and Linda Plotnick at New
Jersey Institute of Technology (USA), Andrea Tapia at Penn State University
(USA), Muhammad Imran at the Qatar Computing Research Institute (Qatar),
Christian Reuter and Marc-André Kaufhold at the Technical University of
Darmstadt (Germany), Paloma Díaz Pérez at Universidad Carlos III de
Madrid (Spain), Carlos Castillo at Universitat Pompeu Fabra (Spain), Kai
Fischbach at University of Bamberg (Germany), Leysia Palen and Kenneth
Anderson at the University of Colorado Boulder (USA), Stefan Stieglitz and
Milad Mirbabaie at the University of Duisburg-Essen (Germany), Robert
Soden at the University of Toronto (Canada), and Kate Starbird and Emma
Spiro at the University of Washington (USA).

Most studies focus on the concrete use of social media during a specific
emergency, such as the riots in London in 2011 (Denef et al., 2013),
Hurricane Sandy in 2012 (Hughes et al., 2014), or the European floods in
2013 (Reuter, Ludwig, et al., 2015). These studies demonstrate the specific ways
in which social media responded to different crises. Besides empirical investi-
gations, crisis informatics comprises the collection and processing of social
media data, the design, development, and evaluation of supportive technology,
and increasingly cumulative and longitudinal research (Reuter, Hughes, et al.,
2018). In various studies on emergencies and disaster events, numerous oppor-
tunities and challenges regarding social media were identified, user groups
defined, and perceptions examined. However, after 20 years of social media in
emergencies, it is time to summarize what has been achieved so far and to
deduce what the next step should be. We will review usage patterns (Section 2),
role patterns (Section 3), information patterns (Section 4), perception patterns
(Section 5), and subsequently discuss future directions (Section 6).

2 Usage Patterns – Types of Interaction in Social Media

The range of different emergency situations, reactions to them and the
wealth of case studies by renowned researchers such as Leysia Palen and
Amanda Lee Hughes (Palen & Hughes, 2018) led to the categorization of the
possible uses of social media. Following this approach, Christian Reuter et al.
(2012) derived a classification matrix for cooperation in crisis situations
depending on the sender (x-axis) and the recipient (y-axis) of digital content.
Considering citizens (C) and authorities (A), such as emergency services, this
crisis communication matrix distinguishes between four observed information
flows or patterns of social media use in emergencies (Figure 25.1): On the inter-
organizational level, organizations of crisis response communicate with each
other (A2A). On the public level, citizens and volunteers communicate with
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each other in real or virtual form via social media, such as Twitter or Facebook
(C2C). This citizen-generated content is also being analyzed by crisis response
organizations (C2A). In addition to communication among citizens, organiza-
tions responsible for recovery work inform the public (A2C).

2.1 Citizens to Citizens (C2C) – Self-Coordination and Help

Citizens use social media as a tool to address other citizens within emergency
situations; few of the activities are intended for emergency services. However, this
form of self-coordination has already existed before the emergence of socialmedia,
as Quarantelli and Dynes (1977) as well as Stallings and Quarantelli (1985)
characterized these “emergent groups” as “private citizens who work together in
pursuit of collective goals relevant to actual or potential disasters but whose
organization has not yet become institutionalized” already 40 years ago.
According to Quarantelli (1984), the essential prerequisites for the emergence of
such groups are a legitimizing social environment, a perceived threat, a supportive
social climate, a network of social relationships, and the availability of specific
(immaterial) resources. Some studies suggest that citizens react to crisis situations
largely rationally, rarely in panic, are not helpless, and do not loot (Helsloot &
Ruitenberg, 2004). Instead, they are able to participate in a wide range of rescue
and assistance measures (Mirbabaie, Bunker, Stieglitz, & Deubel, 2020). Reuter
et al. (2013) distinguish between activities in the “real” and the “virtual”world: real

Figure 25.1. Crisis communication matrix, adapted with minor changes in
terminology (Reuter et al., 2012).
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“emergent groups” (Stallings&Quarantelli, 1985),which usually act in the formof
neighborhood help and work on-site, and virtual “digital volunteers” (Starbird &
Palen, 2011), who come from the Internet and work mainly online.

Several case studies reported the use of social media in emergencies. Analyzing
Hurricanes Gustav and Ike in 2008, Hughes and Palen (2009) observed that
Twitter is more heavily frequented in times of crises than in general use.
Furthermore, people collected and aggregated information during the
2008 Sichuan earthquake (Qu et al., 2009), and a study of the Tennessee River
technological failure in 2008 confirmed this observation, with the effect of infor-
mation exceeding the boundaries of localized networks and raising citizens’ aware-
ness of emergencies (Sutton, 2010). The Yushu earthquake in 2010 showed that
people use microblogging to obtain information about the status of the emergency
or affected people (Qu et al., 2011). According to White et al. (2014), citizens
undertook activities to relieve the official emergency services during Hurricane
Sandy in 2012.Kaufhold andReuter (2016) observed a similar behavior during the
2013 European floods when citizens supported in the construction of dykes and
distribution ofmaterial goods. In addition,Goolsby (2010) andKogan et al. (2016)
reported the emergence of ad hoc crisis communities using socialmedia to generate
collaborative crisis maps. Throughout the 2011 Egyptian uprising (Starbird &
Palen, 2012) and the 2011Great East Japan Earthquake (Wilensky, 2014), citizens
used social media to express solidarity and compassion. Based on a systematic
literature review, Eismann et al. (2016) concluded that “sharing and obtaining
factual information is the primary function of social media usage consistently
across all disaster types, but the secondary functions vary.”

However, there is also a risk that outdated or inaccurate information will be
published and that useful information will be unequally distributed (Wilensky,
2014). Combined with chaotic and unorganized online behavior of volunteers,
this can lead to uncertainty (Valecha et al., 2013). Another critical aspect pointed
out by Starbird et al. (2019) is the existence of strategic information operations,
such as disinformation and political propaganda, or other forms of online
manipulation. Solutions for this could be cross-platform moderators (Reuter,
Ludwig, et al., 2015) or public displays for the coordination of volunteers
(Ludwig et al., 2016). Furthermore, Purohit et al. (2014) propose a system for
identifying seekers and suppliers in social media communities to support crisis
coordination. Cobb et al. (2014) suggest more coordination and integration in
volunteer activities to share tasks and exchange expertise. Central to this is clarity
and selection of relevant content, facilitating processes ofmoderation and autono-
mous work, encouraging feedback and updates in interaction relationships, and
integrating technologies and interaction types (Kaufhold and Reuter, 2014).

2.2 Authorities to Citizens (A2C) – Crisis Communication
and Public Alerting

Today and in the future, public authorities are increasingly integrating social
media into their crisis communication to inform the public about preventive or
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behavioral measures for emergencies (Reuter, Ludwig, et al., 2016). A case
study of Public Information Officers (PIO) of the Los Angeles Fire Department
underscores the importance of using new forms of media and technology within
authorities to achieve effective organizational use of social media (Latonero &
Shklovski, 2011). The Carlton Complex Wildfire 2014 case study showed that
local news media provide the largest amount of relevant and up-to-date infor-
mation compared to other information sources (Chauhan & Hughes, 2017).
Hughes and Palen (2012) argue that members of the public “have a changed
relationship to the institution of emergency response” through the authorities’
use of social media. A comparative study of police units in the 2011 London
riots identified not only closer relationships to citizens and increased potential
reach but also high maintenance by the use of social media (Denef et al., 2013).
Furthermore, a study on 2012 Hurricane Sandy also shows that communication
depends on the type of media (Hughes et al., 2014), as certain features and tools
are required “to better track, respond to, and document public information.”
However, due to the emerging risks of chaotic social media use, such as
reported during the 2011 Thailand flooding (Kaewkitipong et al., 2012) or the
2011 Norway attacks (Perng et al., 2012), and the purposeful dissemination of
misinformation, which was also termed infodemic during the COVID-19 pan-
demic (Cinelli et al., 2020), emergency services require suitable crisis communi-
cation strategies to serve their primary purpose of saving lives.
In the past, a variety of guidelines on how to use social media before, during,

and after emergencies (Kaufhold et al., 2019) as well as strategies for crisis
communication in social media, such as information dissemination, data moni-
toring and analysis, and conversations and coordinated action, have been
developed (Wukich, 2015). Nevertheless, there are several barriers to the use of
socialmedia by authorities. A study about the collaboration among humanitarian
aid organizations and Volunteer and Technical Communities (V&TCs) identified
six barriers of collaboration: limited resources, management of volunteers, differ-
ent levels of engagement, commitment, ways of working, and expertise (van
Gorp, 2014). Humanitarian organizations are also confronted with the challenges
of “near-real-time information processing, information overload, information
extraction, summarization, and verification of both textual and visual content”
(Imran et al., 2020). Plotnick andHiltz (2016) complement barriers to effective use
of social media in relation to US emergency managers at the district level: lack of
adequately trained personnel, lack of guidelines and policy documents, trust-
worthiness, and information overload. Despite these challenges, emergency ser-
vices increasingly use social media to share information with the public on how to
avoid accidents or stay safe during emergencies (Reuter, Kaufhold, et al., 2020).

2.3 Citizens to Authorities (C2A) – Integration
of Citizen-Generated Content

Besides the publication of information by public authorities, the use of citizen-
generated content is important. In this way, problematic situations can be better
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illustrated, for example, through posted photographs, and the vigilance of
citizens can be better assessed (Johansson et al., 2012). However, the perceived
unreliability and sheer volume of such information during large-scale emergen-
cies is a major obstacle to exploring such opportunities (Kaufhold, Bayer, et al.,
2020; Mendoza et al., 2010). In a comprehensive literature review on the
integration of social media content, Hughes and Palen (2014) complement the
challenges by verification, liability, credibility, information overload, and
resource allocation. Still, Akhgar et al. (2013) describe how public safety
organizations and volunteer groups are becoming increasingly aware of social
media’s added value in times of crisis; their social media behavior could contrib-
ute to general trustworthiness in the future (Hughes & Tapia, 2015).

Various approaches exist to integrate citizen-generated content and to
support authorities in processing it. Several contributions aim at extracting
situational awareness from social media (Vieweg et al., 2010). For instance,
based on the case of Japanese earthquakes in 2009, Sakaki et al. (2010)
propose an algorithm that incorporates Twitter users as social sensors for
real-time event detection, and Pohl et al. (2015) propose clustering
approaches for sub-event detection on Flickr and YouTube to automate the
processing of data in social media. Furthermore, Castillo (2016) brings
together computational methods (e.g., natural language processing, semantic
technologies, data mining, etc.) to process social media messages under time-
critical constraints. In addition, Alam et al. (2019) show how different artifi-
cial intelligence techniques from the fields of natural language processing and
computer vision bring together complementary information from text and
image content to improve situational awareness. Zade et al. (2018) go a step
further and speak of actionability instead of situational awareness, assuming
that “information relevance may vary across responder role, domain, and
other factors” (Zade et al., 2018).

There are still unaddressed aspects in this area as well, including techniques
for data characterization, acquisition, and preparation, event detection and
tracking, clustering, classification, extraction, summarization, and semantic
technologies (Imran et al., 2015). A study by Pohl (2013) summarizes existing
frameworks and tools developed in the context of crisis-related (e.g.,
Twitcident or “Tweak the Tweet”) and non-crisis-related (e.g., Twitinfo)
research to analyze social media or to incorporate new functionalities into
social media usage for crisis management. The comparison reveals that there
are systems for different applications that consider one or several social media
platforms specifically developed for crisis management and perform different
types of analysis: monitoring, event-detection, and sentiment analysis.
Simultaneously, however, other studies have shown that not all emergency
responders in disasters make use of such data because it is difficult to receive
and filter particularly large amounts of data in emergencies (Hughes & Palen,
2012; Reuter, Amelunxen, et al., 2016). While Imran et al. (2018) suggest the
application of advanced machine learning methods, such as active, deep, or
online learning, to extract more useful information from general-purpose
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social media, Kaufhold et al. (2018) suggest the deployment of a crisis-specific
mobile app for a more structured reporting of incidents by category, descrip-
tion, multimedia files, and GPS location.

2.4 Authorities to Authorities (A2A) – Inter- and Intra-Organizational
Crisis Management

It can be assumed that inter- and intra-organizational collaboration (A2A) of
authorities, as a final pattern, is often not supported by social media companies.
Despite the availability of solutions for social media analytics supporting
collaborative functionality, most of them are not tailored to the domain of
emergency management (Kaufhold, Rupp, et al., 2020). However, social media
can help to improve inter-organizational awareness, expertise sharing, and
informal processes (Ley et al., 2014). White et al. (2009) examined the potentials
of online social networks with emergency management students: information
exchange, communication, and networking were the most popular features.
They also show that possible concerns about these systems may be information
integrity, user identification, privacy, and technology reliability. Experience
shows that inter-organizational social networks could generate potential for
authorities (Pipek et al., 2013; Reuter, 2014). Furthermore, social media can be
used for internal communication. However, this pattern will not be examined in
detail as it does not directly involve citizens.

3 Role Patterns – Types of Users in Social Media

The research on usage patterns was complemented by the identification
of different social media roles in emergencies. Most remarkably, Kate Starbird
and Leysia Palen (2011) established the notion of “digital volunteers,” which
was quickly supplemented by Christian Reuter et al. (2013), who proposed
different types of social media users and a differentiation of roles in the real
and virtual realm, leading to the design of a role typology matrix (Reuter &
Kaufhold, 2018). According to the matrix, roles were identified that either (a)
belong to the domain of citizens (public) or authorities (Reuter et al., 2012) or
(b) perform their activities in the real (Stallings & Quarantelli, 1985) or virtual
realm (Reuter et al., 2013). In this way, four different role patterns can be
distinguished, which take into account the scope of action of the role (x-axis)
and the affiliation of the role (y-axis). The idea of the role typology matrix
(Figure 25.2) is to provide an overview, to promote the systematic analysis and
development of role patterns, and to support the successful implementation of
roles in the public and organizational domain. In contrast to the original
matrix, the public-real response has been extended to include emergent and
extending groups to consider already established structures, that is, groups or
organizations that perform irregular response tasks during emergencies
(Quarantelli, 1995).
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3.1 Public Perspective – Emerging, Expanding, and Extending Groups
and Virtual and Technical Communities

The public-real reaction is represented by emergent and extending groups.
Emergent groups are defined as “private citizens who work together in pursuit
of collective goals relevant to actual or potential disasters [but] whose organiza-
tion has not yet become institutionalized” (Stallings & Quarantelli, 1985). In
contrast, extending groups comprise already established structures, such as
associations and clubs, but which perform irregular tasks during an emergency
(Quarantelli, 1995). These usually include self-helpers and neighborhood helpers
who are directly affected by the event and work with or without organizational
forces to cope with the event (Kircher, 2014). Furthermore, unbound, ad-hoc,
and spontaneous helpers come from areas which are not directly affected, are
motivated by news and the media, and work in a self-organized manner or
within an organization. At this point, the line to public-virtual response
becomes blurred. According to Reuter et al. (2013), some helpers are often
involved in both real and virtual activities that offer and encourage help,
provide emotional support, and disseminate recommendations for action. In
addition, Kaufhold and Reuter (2016) identified the role of moderators who
establish support platforms in social media, mediate donation offers and
requests, mobilize resources, sometimes even interact with authorities, and
integrate information into real and virtual space.

Figure 25.2. Role Typology Matrix, adapted with minor changes in
terminology (Reuter & Kaufhold, 2018).
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Beyond that, public-virtual response is best characterized with Virtual and
Technical Communities (V&TCs) that “provide disaster support with expertise
in geographic information systems, database management, social media, and
online campaigns” (van Gorp, 2014). Hughes and Palen (2009) first identified
information brokers who collect information from various sources to help
affected citizens. For Starbird and Palen (2011), the second step was to
recognize the actions of remote operators as digital volunteers, moving from
simple internet-based activities, such as retweeting or translating tweets, to
more complex ones, such as verifying or forwarding information. Building on
this, Reuter et al. (2013) suggest a more specific classification of Twitter users
in different roles, such as reporters who integrate external information sources
into social media; retweeters who distribute important derived information to
followers or users; repeaters who generate, synthesize, repeat, and distribute a
certain message to concrete recipients; and readers who are passive informa-
tion catchers that are participants interested in or affected by the situation.
Without any claim of comprehensiveness, Table 25.1 presents terms that

Table 25.1. Public perspective on social media roles

Role Description

Public roles in or interacting with the real realm
Self-helpers and
neighborhood helpers

Directly affected by the event and work with or without
organizational forces to overcome it (Kircher, 2014).

Unbound, ad-hoc, and
spontaneous helpers

Come from areas that are not directly affected, are motivated
by news and the media, and work self-organized or in an
organization (Kircher, 2014).

Helpers Provide emotional support and recommendations for action,
offer and encourage help, and are involved in virtual and real
activities (Reuter et al., 2013).

Moderators Establish support platforms, mediate offers and requests,
mobilize resources, and integrate information in the real and
virtual realm (Kaufhold & Reuter, 2014).

Public roles acting primarily in the virtual realm
Digital volunteers Element of the phenomena popularly known as crowdsourcing

during crises. In the twitter sphere they are referred to as
voluntweeters (Starbird & Palen, 2011).

Reporters Integrate external information sources and thus provide
generative and synthetic information as a news channel or
eyewitness (Reuter et al., 2013).

Retweeters Distribute important derived information to followers or users
(Reuter et al., 2013) and correspond with the information
broker (Hughes & Palen, 2009).

Repeaters Generate, synthesize, repeat, and distribute a certain message
to concrete recipients (Reuter et al., 2013).

Readers Passive information-catching participants who are interested in
or affected by the situation (Reuter et al., 2013).
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authors have used to describe different (overlapping) social media users in
crisis from the public perspective.

3.2 Authority Perspective – Incident Management and Virtual
Operations Support Teams

Regarding the real-authority response, incident management teams perform on-
the-ground operations aiming “to save human lives, mitigate the effect of
accidents, prevent damages, and restore the situation to the normal order”
(Chrpa & Thórisson, 2013). While emergency forces focus on the real realm,
social media or the virtual realm offers new potential for incident managers,
since they contain potentially relevant information on situation awareness,
including situation updates, photos, public mood, or videos, that enable
improved crisis response (Reuter, Ludwig, et al., 2016). Furthermore, social
media is an additional channel for crisis communication and reaching the
population. Here, Bergstrand et al. (Bergstrand et al., 2013) distinguish between
high-level formal organizational accounts which formally inform the public
about ongoing events; accounts for formal functions and roles that distribute
information about certain entities or retweet other civil security actors; formal
personal accounts which are used to disseminate role-specific information; and
affiliated personal accounts that reflect personal opinions and social conversa-
tions. However, research also indicates that authorities use social media for
unidirectional rather than bidirectional communication and face significant
obstacles in integrating social media insights into their response to it, such as
privacy and law compliance issues, lack of expertise and skills, organizational
support or financial resources, as well as specific equipment or software
(Plotnick & Hiltz, 2016; Reuter, Ludwig, et al., 2016).

To integrate the virtual-authority response, emergency services are deploying
virtual operations support teams (VOST), which adapt “to the need for emer-
gency management participation in social media channels during a crisis, while
also having that activity support but not interfere with on-the-ground oper-
ations” (St. Denis et al., 2012). Initially, Reuter et al. (2011) proposed commu-
nity scouts as amateur “first informers” to counteract the perceived unreliability
of social media information for authorities, and St. Denis et al. (2012) described
the use of trusted digital volunteers during the 2011 Shadow Lake Fire in virtual
teams to inform a Type I incident management team about social media
activities. These VOST can be supported by preregistered helpers and first
responders, who have registered prior to the event and contribute with personal
but no special disaster control qualifications, as well as honorary office and full-
time helpers, who are trained for specific disaster control tasks (Kircher, 2014).
Detjen et al. (2016) further specify the characteristics of helper groups. For
instance, unbound helpers perform reactive and (partially) bound helpers per-
form rather proactive activities. With more strongly bound helpers, prosocial
behavior develops from spontaneous to sustainable characteristics; the helping
process grows in terms of long-term, continuous, predictable, involved,
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professional, and formal engagement; and the qualities of helpers increase in
awareness, commitment, experience, and professionalism. Table 25.2 presents
terms that authors have used to describe different (overlapping) social media
users in crisis from an organizational perspective.

4 Information Patterns – Gathering and Analysis of Big
Crisis Data

In view of the diverse usage and role patterns in social media, an
important research stream of crisis informatics is the integration of sometimes
large amounts of citizen-generated content, which Carlos Castillo (2016)
described as big crisis data, into professional emergency response. These efforts
are often facilitated by methods and techniques of machine learning and social
media analytics to extract relevant information from social media, including
situational updates, multimedia files, and public mood (Reuter, Ludwig, et al.,
2016). While Muhammad Imran focuses on machine learning for image and
text processing during emergencies (Imran et al., 2015, 2018), Stefan Stieglitz
and Milad Mirbabaie contribute with a framework for social media analytics
and its adaptation to the domain of crisis informatics (Stieglitz et al., 2014;

Table 25.2. Organizational perspective on social media roles

Role Description

Organizational roles acting in the real and virtual realm
High-level formal
organizational accounts

Used to formally inform the public about ongoing events in a
unidirectional form of communication (Bergstrand et al., 2013).

Accounts for formal
functions and roles

Distribute information about certain entities, retweet other civil
security actors, and maintain bidirectional communication
(Bergstrand et al., 2013).

Formal personal accounts Disseminate role-specific information and references to official
work or current issues (Bergstrand et al., 2013).

Affiliated personal accounts Used for expressive dissemination of information, personal
opinions, reflections, and social conversations (Bergstrand et al.,
2013).

Trusted volunteers acting in the real or virtual realm
Amateur community scouts Proposed as amateur “first informers” to overcome the

perceived unreliability of social media information for
authorities (Reuter et al., 2011).

Trusted digital volunteers Deployed during the 2011 Shadow Lake Fire to monitor social
media activities (St. Denis et al., 2012).

Preregistered helpers and
first responders

Have registered prior to the event and contribute with personal
but no special disaster control qualifications (Kircher, 2014).

Honorary office and full-
time helpers

Trained in specific tasks for disaster control (Kircher, 2014).
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Stieglitz, Mirbabaie, Fromm, et al., 2018). Furthermore, Marc-André
Kaufhold examined information patterns in order to derive a crisis informatics
framework for information refinement, which considers event-based, organiza-
tional, societal, and technological perspectives of crisis response (Kaufhold,
2020). In terms of information patterns, the technological perspective comprises
the channels, access, and content present in social media, which serve as an
input for the analysis, filtering, and evaluation of social data in crises.

4.1 Channels, Access, and Content in Social Media

Before interacting with information, emergency organizations and users must
choose which channels are relevant to their objectives or intentions and develop
supportive strategies. Wukich (2015) distinguishes the strategies and tactics of
information dissemination (unidirectional from agency to public), data moni-
toring and analysis (unidirectional from public to agency), and conversations
and coordinated actions (two or more directions) for the use of social media in
emergencies. For example, the Frankfurt Fire Department is implementing its
information dissemination strategy by limiting all operational communication
to Twitter in a unidirectional manner, while Facebook, Instagram, and
YouTube are used to maintain public image and attract new members, includ-
ing conversations with citizens (Kaufhold & Reuter, 2017). The data monitor-
ing and analysis strategy was implemented with the free tool TweetDeck, a
dashboard application for managing Twitter accounts, due to its real-time
functionality to monitor keywords and hashtags. However, the optimal social
media tool should “provide a good overall usability, capabilities to pre-
structure actions and content, the flexibility to adapt it to the current emer-
gency, support for all relevant social media, and possibilities to capture the
mood of citizens” (Kaufhold & Reuter, 2017). The integration of multiple social
media channels thus enables the analysis of different use patterns observed in
social media: In the 2013 European floods, Facebook was used for a more
private community exchange due to the availability of close or semi-open spaces
(such as groups or pages), and the topic revolved around actions and volunteer-
ing, emotional support and thanks, and donations in kind (Gründer-Fahrer
et al., 2018; Kaufhold & Reuter, 2016). In contrast, Twitter was used more for
reporting alarm or water levels, the current situation, and situation overviews,
including actions and status updates.

After selecting relevant analysis and communication channels, access to vari-
ous social media must be established. For end-users, social media offers public
and private spaces to varying degrees. For instance, while most communication
on Twitter is public, accessible even without user login, Facebook offers a variety
of restricted and private spaces, such as groups, pages, or the private timeline
which is usually only visible to friends (Reuter & Scholl, 2014). However, the
manual monitoring of diverse social media and their public or private substruc-
tures using heterogeneous interfaces can be a resource-intensive task in terms of
organizational capabilities (Reuter, Ludwig, et al., 2016). Another approach lies

Crisis Informatics 749



Comp. by: 201508 Stage: Proof Chapter No.: 25 Title Name: Yan
Date:28/4/22 Time:13:16:02 Page Number: 750

in the development of supportive tools that enable access to relevant social media
(Kaufhold, Rupp, et al., 2020). To provide developers with access, most social
media platforms offer programmatic access to their data via Application
Programming Interfaces (APIs). Typically, search APIs to query past messages
and streaming APIs to subscribe to real-time data feeds are included (Imran
et al., 2015). Given that emergency services may be interested in tracking data on
different types of social media to enhance situational awareness (Reuter, Ludwig,
et al., 2016), different tracking approaches, such as tracking of keywords, actors,
or URLs (Stieglitz, Mirbabaie, Ross, et al., 2018), and challenges, such as
different levels of data access, different exchange formats, regular policy changes,
different search query languages, and quota restrictions (Reuter & Scholl, 2014),
must be considered when developing supportive social media technologies using
platformAPIs. As an alternative toAPIs, developersmay useHTML scraping or
parsing techniques to gather social media data (Stieglitz et al., 2014); however,
even this approach suffers from changes in the underlying HTML structure and
violates the terms of use of most social media platforms.
Once access to information has been established, the structure and analysis of

content come to the foreground. Starbird et al. (2010), for example, identified
four types of user-generated content or information by analyzing Twitter data:
Generative information refers to original raw material; synthetic information
integrates external information, such as other tweets, web and news sources;
derived information arises from informational interactions; and innovative
information is characterized by the inclusion of cross-domain expertise and
interpretation. Furthermore, Imran et al. (2015) classified information
according to six dimensions of factual, objective, or emotional content, infor-
mation provided, source, credibility, time, and place. In addition, Olteanu et al.
(2015) distinguish information either as informative, such as topic-related infor-
mation that contributes to situational awareness, or as non-informative, such as
trolling or non-topic-related information. The identified characteristics of infor-
mation are summarized in Table 25.3. When considering dimensions such as

Table 25.3. Dimensions of information (Imran et al., 2015; Olteanu et al., 2015;
Starbird et al., 2010)

Dimension Manifestations

Creation Generative, synthetic, derivative, innovative
Credibility Credible information, rumors
Informativeness Informative, non-informative
Location Ground-zero, near-by areas
Objectivity Factual information, opinions, sympathy, antipathy, jokes
Source Eyewitnesses/bystanders, government, NGOs, news media
Time Pre-phase/preparedness, impact-phase/response, post-phase/

recovery
Type Caution/advice, affected people, infrastructure/utilities, needs/

donations, other useful information
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place and time, it becomes apparent that information in social media is based
not only on the content of the message but also on the attached metadata. For
instance, Moi et al. (2015) distinguish between message-related attributes such
as date, time, title, comments, replies, number of views, likes, dislikes, retweets,
or shares, and personal attributes such as age, age range, birthday, gender,
location, education, number of uploads/watches/total posts, real name, or
relationship status. Information or metadata relevant to emergency services
varies depending on the task performed or the organizational role. While a
public relations manager may be interested in credibility-related information to
communicate against rumors, incident managers need informative information,
including location and time metadata, to improve situational awareness
(Kaufhold, Rupp, et al., 2020).

4.2 Analysis, Filtering, and Evaluation of Social Data

Once emergency organizations or users have determined the relevant content,
they must also design the way they want to analyze the data. So far, the research
field of crisis informatics has produced a wealth of algorithmic approaches for
the analysis of social media content (Alam et al., 2019), often using methods
and techniques from natural language processing (NLP), machine learning
(ML), or statistics. Without claiming to be complete, Table 25.4 outlines
algorithms that can be roughly categorized into the objectives of aggregation
(e.g., clustering, event capture, topic modelling), classification (e.g., credibility,
damage, humanitarian, relevance, sentiment), extraction (e.g., data enrichment,
named entity recognition), and relationship analysis (e.g., social network analy-
sis). In most cases, some steps of data preprocessing are required (Stieglitz,
Mirbabaie, Ross, et al., 2018), including cleansing (e.g., removal of duplicates
or stop words), annotation (e.g., part-of-speech tagging), and normalization
(e.g., stemming, lemmatization) of data before analysis can take place. Thus,
the choice of a single algorithm or a combination of algorithms depends on the
identified objectives and the content relevant for achieving these objectives. For
example, if emergency services want to reduce information overload in a large-
scale emergency but also want to evaluate the credibility of the remaining
information, they could use a tool that uses a combination of algorithms for
relevance classification and credibility assessment.

Even if the information refinement process to date has improved the quality
of information, for example, by selecting the right channels, establishing access,
defining the relevant content, and using techniques to analyze the data, the
volume of data might still be too large to be processed, or emergency services
might be interested in different subsets of data, such as content related to a
specific class, sentiment, or time. Filtering techniques can be applied at both
backend and frontend level (Kaufhold, Rupp, et al., 2020). When major disas-
ters such as floods, hurricanes, or forest fires generate up to hundreds of
thousands of social media messages in a short period of time, emergency
services have to deal with the problem of information overload. It is often
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Table 25.4. Exemplary application of machine learning techniques in crisis informatics
(own overview based on the referenced literature)

Analysis technique Image Text

Clustering: Categorization of text documents into similar groups using distance
and similarity metrics, often combined with approaches for information
aggregation (Fahad et al., 2014; Rudra et al., 2015).

x

Credibility assessment: The identification of credible information includes
classification- and multifeature-based, graph- and propagation-based,
indicator-based, and survey-based detection approaches (Hartwig & Reuter,
2019; Viviani & Pasi, 2017).

x

Damage assessment: Use of supervised machine learning to evaluate the
severity of damage observed in an image, such as “severe,” “mild,” and “none”
(Alam et al., 2019).

x

Data enrichment: Refers to the computation of additional metadata that is not
provided by any or all of the social media providers’ APIs (Moi et al., 2015).

x

Duplicate detection: Hash techniques to identify exact or nearly duplicate
images with minor modifications, such as cropping, resizing, background
padding, changing intensity, or embedding text (Alam et al., 2018).

x

Event detection: Detection and tracking of crisis events or subevents using
techniques such as burst detection, dictionaries, or supervised classification
(Imran et al., 2015).

x

Humanitarian classification: Semi-supervised classification of messages into
humanitarian categories, such as personal update, damage to infrastructure
and utilities, affected individuals, caution and advice, donation and
volunteering, missing and found persons, sympathy and support, injured or
dead persons, and other useful information (Alam et al., 2019).

x

Named entity recognition: Natural language processing, statistical or machine
learning techniques for extracting entities, such as locations, persons, or
organizations, from text (Ritter et al., 2011).

x

Relevance classification: Binary classification of relevant and irrelevant images
(Alam et al., 2018) or crisis-related messages for crises, often using supervised
machine learning models (Habdank et al., 2017).

x x

Sentiment classification: Natural language processing, statistical or machine
learning techniques to determine the emotional polarity, e.g., positive, neutral
or negative, of a document, message or sentence (Pang & Lee, 2008).

x

Social network analysis: Methods and techniques for discovering patterns of
interaction between actors in social networks, including the discovery or
identification of most key actors using statistical measures, hubs, and
authorities using link analysis, and of communities using community detection
techniques (Oliveira & Gama, 2012).

x

Topic modelling: Identification of crisis-specific topics from textual data using
modeling techniques, such as (unsupervised) Latent Dirichlet Allocation (Blei
et al., 2003; Gründer-Fahrer et al., 2018).

x
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defined as too much “information presented at a rate too fast for a person to
process” (Hiltz & Plotnick, 2013) and carries the risk of getting lost in data
which may be irrelevant to the current task and are processed and presented in
an inappropriate way (Keim et al., 2008; Landesberger et al., 2011). Already
Miller (1956) suggested “organizing or grouping the input into familiar units or
chunks” (p. 93) to overcome the limits of the human capacity of information
processing. This is further supported by the mantra of information search,
which postulates, “overview first, zoom and filter, then details-on-demand”
(Shneiderman, 1996, p. 2). At the frontend or visualization level, the overview
could be established using dashboard-style interfaces that display aggregated or
summarized information (Kaufhold, Rupp, et al., 2020; Rudra et al., 2018).
A survey of 477 country-level emergency managers in the USA suggests that
summarizing information, “chunking” or grouping social media messages
through specific tools, positively influences the intention to use social media in
emergencies (Rao et al., 2017). Second, zooming and filtering could be realized
by interactive charts, keywords, hashtags, geographical locations, or time-
frames, amongst others (Onorati et al., 2018). Furthermore, details on demand
implies the possibility to switch from aggregated to original data, for example,
to view individual social media messages grouped into a single chunk of infor-
mation in the interface (Reuter, Amelunxen, et al., 2016). Based on supervised
machine learning, configurable relevance classifiers could help to filter out
irrelevant information and thus reduce the amount of data by displaying only
relevant data (Habdank et al., 2017).

After the information has been analyzed and filtered, the user still has to
evaluate the presented information to create situational awareness in case of
emergency services or even to inform the decision-making process. While the
evaluation may depend on event-based, organizational, or societal factors, the
technology can assist the user’s interpretation of the data by raising awareness
or promoting explainability. First, considering that different information chan-
nels are used for different purposes (Hughes et al., 2014), the unequal access to
information in practice could also lead to biases in the use of (cross-media)
social media analytics tools. The mismatch between access and use becomes
clear, for example, in the interplay of Facebook and Twitter. While in 2017 52%
of the German population used Facebook and only 9% used Twitter (Reuter
et al., 2017), access to Facebook’s data is much more restricted than to
Twitter’s. As a consequence, (cross-platform) third-party applications for social
media analytics and associated research rely more heavily on Twitter data.
However, this does not reflect the social media use of the population (Reuter,
Backfried, et al., 2018; Reuter, Hughes, et al., 2018). Moreover, as platform
APIs return only a limited amount of data, which is confined by sampling and
quota restrictions (Reuter & Scholl, 2014) as well as manual adjustments based
on applied filters, the provided worldview by third-party tools is inherently
limited. By raising awareness of such limitations, the technology could help
emergency managers to contextualize the results presented by social media
tools. Second, while machine learning techniques are capable to filter out
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irrelevant or low-quality content (Moi et al., 2015), algorithms not only need to
achieve high accuracy, but emergency managers also need to understand algo-
rithmic learning and decision-making to establish trust in such a system during
critical and life-threatening situations (Kaufhold, Rupp, et al., 2020). However,
current black-box implementations restrict the explainability and transparency
of algorithmic decisions; as a result, more effort is required to configure the
system so that its behavior better meets the needs of emergency services
(Burnett et al., 2017). Therefore, white-box approaches should be examined in
future research to increase the explainability and transparency of algorithmic
decisions and thus the acceptance and trust of users in complex algorithmic
systems (Delibaši et al., 2013; Romero et al., 2013).

5 Perception Patterns – Views on Social Media

Even though social media offers a wide range of potentials for crisis
communication, situational awareness and self-organizing citizen communities
(Section 3) as well as algorithms and tools to support data analysis and
management (Section 5), the use of technology is conveyed through the percep-
tion of the public (e.g., citizens) or organization (e.g., emergency services).
Christian Reuter, together with his research group, is contributing extensive
research on both citizens and emergency services with regard to social media by
analyzing patterns, potentials, and barriers of use (Haunschild et al., 2020;
Reuter et al., 2019).

5.1 Authorities’ Perception of Social Media

There are a few quantitative studies on the perception of social media by
authorities from both North America and Europe. First, San, Wardell III,
and Thorkildsen (2013) analyzed the results of a survey conducted in 2012 by
the American National Emergency Management Association (NEMA) among
members of emergency services from all 50 Federal States of the USA on the
use of social media in emergency management. Second, Plotnick, Hiltz,
Kushma, and Tapia (2015) conducted a survey of 241 US county-level emer-
gency managers in 2014 on usage patterns, barriers, and recommendations for
improvement in the use of social media during emergencies. Third, the annual
International Association of Chiefs of Police (IACP) study on the use of social
media by law enforcement agencies reports on “the current state of practice and
the issues agencies are facing in regard to social media” (International
Association of Chiefs of Police, 2015). Fourth, Reuter et al. (2016) published
their findings from a survey conducted with 761 emergency service employees
across Europe in 2014 on current attitudes and influencing factors regarding the
use of social media in emergencies. Recently, Reuter et al. (2020) repeated the
above survey with 473 participants in 2017 to compare the development of
social media perception.
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On the one hand, there is a positive attitude toward the use of social media in
general (San et al., 2013), including private and organizational use (Reuter,
Ludwig, et al., 2016). The majority of US authorities already use social media
because they appreciate its suitability for disseminating information (San et al.,
2013). This includes warnings, advice and guidance on how to cope with or
prevent emergencies or disasters, hints and advice on how to behave during an
emergency, coordinating the help of volunteers, summarizing information after
an emergency, and coordinating clean-up activities (Reuter, Ludwig, et al.,
2016). Currently, the use of social media by authorities has already increased
from 81% (77% Facebook, 37% Twitter, 16% YouTube) to 96% (94%
Facebook, 71% Twitter, 40% YouTube) over the last 5 years (International
Association of Chiefs of Police, 2010, 2015). Additionally, the number of social
media policies has also increased from 35% to 78% (International Association
of Chiefs of Police, 2010, 2015). A further increase in social media use is
expected (74%), even more for organizations that already use it (Reuter,
Ludwig, et al., 2016).

On the other hand, there are several restrictions on the use of social media:
First, there is a huge gap between rhetoric and reality (Reuter, Ludwig, et al.,
2016). Despite the overall positive attitude toward social media in order to
obtain an overview of the situation and raise situational awareness, in fact only
a few agencies have frequently or sometimes used social media sites for this
purpose (Reuter, Ludwig, et al., 2016). Since the predominant use of social
media is for information exchange (Reuter, Ludwig, et al., 2016; San et al.,
2013) rather than for receiving messages (Reuter, Ludwig, et al., 2016), only a
modest use of social media can be observed, while groundbreaking crowdsour-
cing and crisis-mapping activities are neglected (San et al., 2013). Furthermore,
about 20% of the local and about 30% of the county agencies surveyed “had not
identified a goal for social media operations” at all (San et al., 2013). Also, only
about half of the observed emergency agencies at county level in the study of
Plotnick et al. (2015) use social media at all. Identified barriers to use were,
despite a lack of dedicated personnel (San et al., 2013), doubts about credibility
and reliability (Reuter, Ludwig, et al., 2016; San et al., 2013), concerns about
privacy (Reuter, Ludwig, et al., 2016), and still a lack of formal policies to guide
the use of social media (Plotnick et al., 2015). But even for emergency agencies
that have formal policies, there are still prohibitions on the use of social media
(Plotnick et al., 2015). As reasons for limited success in the use of social media
could be stated the limited reach of and the insufficient resources and capabil-
ities for data collection and analysis (San et al., 2013). To this end, conditions
conductive to the use of social media could be identified within the organiza-
tional culture and capabilities (Reuter, Ludwig, et al., 2016) and the verification
of citizen-generated content (San et al., 2013).

The most recent survey by Reuter et al. (2020) reported some changes in
emergency services’ perception of social media between 2014 and 2017. During
this time span, the perceived importance of social media for the exchange of
information with citizens (78% vs. 88%) and the gathering of situational
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information (68% vs. 78%) has increased, while at the same time the perception
that emergency services are too busy to use social media has decreased (38%
vs. 33%). However, emergency service personnel seem to be much more skep-
tical about the perceived reliability of information in social media (17%
vs. 48%) and emphasize the danger of dis- or misinformation in emergencies.

5.2 Citizens’ Perception of Social Media

In recent years, more quantitative studies have been carried out to examine
citizens’ perception of how they use social media in emergencies. The research
on citizens’ perceptions started with a variety of surveys using snowball-based
samples. First, these include a comparative study by the Canadian Red Cross
with over 1,000 participants (2012), which was designed to determine the extent
to which Canadian citizens use social media and mobile devices in crisis
communication and what they expect from emergency services now and in the
future. Second, the American Red Cross (2012) surveyed 1,017 respondents in
online and 1,018 respondents in telephone surveys to assess how citizens use
social media in emergencies. In the third study worth mentioning, Flizikowski
et al. (2014) present a survey within Europe that was conducted among citizens
(317 respondents) and emergency services (130 respondents), which identified
the opportunities and challenges of integrating social media in crisis response
management. Furthermore, Reuter and Spielhofer (2016) analyzed the results
of a survey conducted in 2015 among 1,034 citizens across Europe to explore
citizens’ attitudes toward the use of social media for private purposes and in
emergency situations. In the following, these snowball-sampling studies were
supplemented by representative surveys in Germany and Europe. For example,
Reuter et al. (Reuter et al., 2017) conducted a representative survey of 1,069
German citizens in 2016 on their use of social media in emergencies, types of
information exchange, expectations toward emergencies, and perceived bar-
riers. The survey was repeated by Reuter et al. (2019) in Italy, the
Netherlands, and the United Kingdom; the 7,071 citizen responses (including
the German dataset) were analyzed comparatively using a risk culture frame-
work. In 2019, Haunschild et al. (2020) conducted an extended representative
survey with 1,219 German participants, exploring the perceived potential of
social media and comparing findings and trends with the previous dataset
of 2016.
In general, the participants’ attitude toward the use of social media was

largely positive (Flizikowski et al., 2014). The advantages of using social media
during emergencies are evident in the reassurance of citizens, the provision of
situational information, and monitoring (Canadian Red Cross, 2012). Due to
these benefits, social media is seen as a support for existing channels but cannot
replace them (Canadian Red Cross, 2012). In particular, friends, family, news
media (or reporters), and local emergency officials are considered the most
trusted sources (American Red Cross, 2012). Therefore, the Canadian Red
Cross employs “trusted volunteers” to support the official response via social
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media (Canadian Red Cross, 2012). In contrast to authorities’ use, citizens use
social media to search (43%) rather than to share information (27%) (Reuter &
Spielhofer, 2017). Most likely, users seek information about weather, traffic,
damage caused, and how other people cope with it (American Red Cross, 2012).
When providing information, users not only share weather information, safety
reassurances, and their feelings about the emergency, but also their location and
eyewitness information (American Red Cross, 2012).

In Germany, the temporal sequence of two datasets in 2016 and 2019 showed
that false rumors, privacy, and the issue that social media might not work in
emergencies still represents the highest perceived barriers to the use of social
media in emergencies (Haunschild et al., 2020; Reuter et al., 2017).
Furthermore, despite some changes over time, German citizens expect the
emergency services to regularly monitor social media (67% vs. 58%) and receive
a response from the emergency services within an hour (47% vs. 53%). The
comparative analysis of perceptions across Europe revealed that this could be
due to the state-oriented risk culture in Germany, while individualistic risk
cultures, such as the Netherlands, had lower expectations of the emergency
services (Reuter et al., 2019). Despite varying use patterns and expectations
toward emergencies in the four European countries surveyed, citizens in all
countries saw similar advantages and barriers to the use of social media during
emergencies.

6 Future Directions

Over the last 20 years, the cyber world and social media have had an
increasing impact on crisis management. In particular, major events such as the
2012 Hurricane Sandy, the 2013 European floods, or the ongoing COVID-19
pandemic showed that citizens are not passive victims but active participants
who use social media for crisis response (Reuter, Hughes, et al., 2018).
Accordingly, the interdisciplinary research field of crisis informatics emerged,
combining both computer science and social science knowledge of disasters
(Palen & Anderson, 2016). This chapter contributed to this by discussing
usage patterns of authorities and citizens in social media during emergencies
(Section 2) and identifying different role patterns in both the real and virtual
realm (Section 3). Furthermore, information patterns to be considered in the
collection and analysis of social media data are analyzed (Section 4) before
perception patterns of authorities and citizens, with a focus on attitudes toward
the benefits, challenges, and use of social media in emergencies are reviewed
(Section 5). In the following, we summarize our findings and outline open
questions for future practice and research.

First, holistic integration of social media into crisis communication: With
regard to patterns of use, self-coordination and help (C2C) among citizens have
proven to be very important, but chaos is a characteristic pattern that has been
recognized. Here, the automatic cross-media suggestion of relevant posts
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according to crises dynamics (Kaufhold & Reuter, 2016), the coordination of
needs and offers (Purohit et al., 2014), or the use of social media guidelines
(Kaufhold et al., 2019) might help to structure communication in future. The
visibility of different practices that have proven their worth seems important to
facilitate appropriation among citizens and to improve disaster prevention and
management in the long term. In crisis communication (A2C), many citizens
expect authorities to continuously monitor social media and to respond to
messages within an hour (Reuter et al., 2019). However, not all authorities
may be able to act at this speed, sometimes due to a lack of personal skills or
assistive technology. Press officers must adapt to a new role that involves more
dynamics compared to pre-social media times. They also need to review and
carefully create their own posts, which conflicts with the need for a quick
response. In terms of integrating citizen-generated content (C2A), research
has applied various algorithmic approaches to the aggregation, classification,
extraction, and relationship analysis of social media data to inform situational
awareness and decision making (Imran et al., 2015; Kaufhold, Bayer, et al.,
2020). The approaches will be discussed below with respect to information
patterns. Regarding inter- and intra-organizational crisis management (A2A),
social media can be used to coordinate crisis communication, share expertise
and information, and more informally network authorities and employees (Ley
et al., 2014). Here, social media structures could support the development of
collaborative ICT or inform encapsulated social networks. The latter have the
benefit of trust because the circle of users is limited and controlled. Since
emergency services rather use social media for unidirectional crisis communi-
cation than establishing situational awareness (Reuter, Kaufhold, et al., 2020;
Reuter, Ludwig, et al., 2016), examining a more holistic integration of social
media is required to exploit its full potential in crisis communication.
Second, tailoring social media and analytics for role behaviors and collabor-

ation: The systematization of role patterns and role properties potentially supports
the interaction between authorities and citizens. For instance, a semi-automatic
identification of role patterns (Reuter et al., 2013) and their display in social media
may improve role awareness, sense-giving capabilities (Mirbabaie, Bunker,
Stieglitz,Marx, et al., 2020), the self-discovery process, and the guidance of citizens
to take on roles. Due to the chaotic organization in such emergencies (Valecha
et al., 2013), well-defined role characteristics could also improve capacity planning
for authorities and among citizens, for example, to crowdsource tasks to the
appropriate audience. Considering these opportunities, the role typology matrix
may be used to systematically optimize collaboration and communication struc-
tures between different crisis actors in the real and virtual realms, for example, to
improve the communication between first responders and digital volunteers or to
improve the awareness of the incident manager about the activities and scope of
VOST (Fathi et al., 2020). Then, from an IT perspective, role patterns should be
consideredwhen adapting ICT to support role-specific activities (Kaufhold, Rupp,
et al., 2020). This, however, is problematic because users tend to use general
software they are familiar with, such as Facebook, during emergencies rather than
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specific and perhaps better tools. Here, applications embedded in the social media
ecosystems, for example, Facebook apps, may facilitate the smooth adoption of
emergency-specific tools (Reuter, Ludwig, et al., 2015).

Third, explainable and transparent “white-box” machine learning for deci-
sion making: Looking at the information patterns identified, it becomes appar-
ent that despite the wide variety of available social media channels and useful
types of information and metadata, API restrictions and limitations often exist
with regard to access to their data. This in turn limits the design scope of
supportive and useful technology (Reuter & Scholl, 2014; Stieglitz,
Mirbabaie, Ross, et al., 2018). Diverse algorithms applying machine learning
techniques are designed, regularly optimized, and used to aggregate, classify,
extract, and analyze patterns of social media information. Furthermore,
filtering techniques are applied at both the algorithmic and frontend level to
identify potential misinformation (Allcott et al., 2019; Kaufhold & Reuter,
2019) and to address the issue of information overload, that is, to reduce the
amount of available data to the information relevant for the task at hand
(Onorati et al., 2018). Considering the diversity of information, limitations in
data access, and varying quality of algorithms and interfaces, third-party tech-
nology can only provide a limited worldview, which must be supported by
explainable and transparent algorithmic decisions and system behavior
(Kaufhold, Rupp, et al., 2020). This requires a shift from black-box toward
interpretable or white-box models in machine learning (Du et al., 2020).

Fourth, implementation of measures and strategies in accordance with risk
cultures: The perception of social media is both a result and a starting point of the
abovementioned aspects and patterns. Both authorities and citizens indicated a
positive attitude toward the use of social media but also emphasized similar
challenges, such as the potential spread of misinformation (Haunschild et al.,
2020; Reuter, Ludwig, et al., 2016). While authorities’ skepticism toward the
reliability of social media increased, the perceived importance of social media for
the exchange of information with citizens and for situational awareness through
continuous monitoring also increased (Reuter, Kaufhold, et al., 2020). However,
legal, organizational, and technological measures are required to close the gap
between rhetoric and reality or intention and actual use (Reuter, Ludwig, et al.,
2016). As far as citizens are concerned, perceived barriers and expectations
toward emergency services varied across countries and risk cultures, which
underlines the need to tailor future social media crisis communication guidelines
and strategies with respect to national characteristics (Reuter et al., 2019).

In summary, crisis informatics has established itself as an important research
area in the ever-increasing complexity of the cyber world. Its importance is
further amplified by the time-critical constraints of emergencies and disasters.
However, crisis informatics will be challenged to evolve quickly to tackle global-
scale emergencies, such as the ongoing COVID-19 pandemic and the increasing
risks of natural hazards due to climate change. This chapter seeks to supplement
this effort by analyzing interaction, role, information, and perception patterns,
which were prevalent in the past 20 years of social media use in crises.
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