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ABSTRACT 
Misinformation poses a recurrent challenge for video-sharing plat-
forms (VSPs) like TikTok. Obtaining user perspectives on digital 
interventions addressing the need for transparency (e.g., through 
indicators) is essential. This article ofers a thorough examination 
of the comprehensibility, usefulness, and limitations of an indicator-
based intervention from an adolescents’ perspective. This study 
(� = 39; aged 13-16 years) comprised two qualitative steps: (1) focus 
group discussions and (2) think-aloud sessions, where participants 
engaged with a smartphone-app for TikTok. The results ofer new 
insights into how video-based indicators can assist adolescents’ as-
sessments. The intervention received positive feedback, especially 
for its transparency, and could be applicable to new content. This 
paper sheds light on how adolescents are expected to be experts 
while also being prone to video-based misinformation, with lim-
ited understanding of an intervention’s limitations. By adopting 
teenagers’ perspectives, we contribute to HCI research and provide 
new insights into the chances and limitations of interventions for 
VSPs. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; 
Social media; Empirical studies in collaborative and social comput-
ing. 
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1 INTRODUCTION 
Video-sharing platforms (VSPs) like TikTok, which was originally 
popular for content such as entertaining lip-sync and dance videos 
for teenagers, is now increasingly flled with questionable, some-
times dangerous and misleading content designed to appeal to and 
infuence people of all ages. The serious consequences of mislead-
ing information on VSPs are particularly evident in crises such as 
the Russian war of aggression against Ukraine [72]. Not only inten-
tionally misleading information can cause great damage, but also 
false information that is spread unintentionally. ‘Misinformation’ 
is often used as an umbrella term that includes both intention-
ally misleading information (i.e., “disinformation” or “fake news”) 
and unintentionally misleading information (i.e., “misinformation”) 
[1, 23, 91] - we will use the term accordingly. 

Human-computer interaction (HCI) research has recently fo-
cused on VSPs such as TikTok, YouTube, and Twitch, not only 
in terms of misinformation, but also in contexts such as mental 
health or social participation [60]. The question of the transfer-
ability of existing fndings regarding text-based platforms such as 
Twitter, where much of the research to date has taken place, to 
video-based platforms, is highly relevant from an HCI perspective. 
Misinformation and ways to support users in dealing with it have 
been researched for many years. More recently, frst in-depth in-
sights into misinformation on VSPs have been gained, revealing 
their relevance as a breeding ground for misinformation [2] and 
an extensive range of layers (e.g., video, audio, captions) ofered 
by VSPs [62] having a potential to mislead. Research has delved 
into how adolescents assess credibility in video content, including 
considerations of comment sections on platforms like TikTok [40]. 
While existing HCI research emphasizes the relevance and chal-
lenges of misinformation on VSPs, we will fll the research gap of 
considering the user perspective on how to address that type of 
content with its multimodal potentials to mislead. Even after years 
of research on digital misinformation interventions and controver-
sial discussions on their suitability, the feld is far from a decisive 
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solution. Therefore, further user-centered exploration of specifc 
needs, capabilities, and perceptions is relevant. 

This paper aims to extend existing fndings with qualitative 
user-centered insights to sharpen digital misinformation interven-
tions as one building block for dealing with misinformation, to 
further delineate their possibilities and limitations, and thus to 
contribute to misinformation research from an HCI perspective. 
Previous research suggests that transparency plays a signifcant 
role in establishing trust among users in digital interventions [51] 
and minimizing reactance or other backfre efects [64]. To address 
the preference for transparency (i.e., for “approaches providing 
[users] with an opportunity for informed decisions” [51, p.14], for 
instance using explanations on why a content was labeled as misin-
formation), we focus on an indicator-based approach that presents 
comprehensible and user-centered cues for evaluating video-based 
information. We defne an indicator-based misinformation interven-
tion as a digital countermeasure that uses identifable characteristics 
(indicators) of misinformation to assess and convey the credibility 
of online content. These indicators (e.g., attention-grabbing lay-
outs or conspiracy theory endorsements) are presented to users 
for both immediate feedback and educational purposes, enabling 
them to develop skills in assessing the credibility of content. Typi-
cally, these interventions involve highlighting identifed indicators 
within the content (e.g., using color-code [58]). Indicator-based 
approaches have been developed and controversially discussed in 
existing research, especially in relation to text [58]. Our aim is 
to extend these fndings to video-based indicators such as edited 
images, emotion evoking sounds or facial expressions, and refut-
ing reactions to the video. With VSPs such as TikTok as a central 
platform especially for adolescents, we are particularly focusing 
on them as potential users who are, on the one hand, regarded by 
many as highly capable digital natives, but, on the other hand, as 
particularly vulnerable by others. We conducted a twofold study 
with 39 adolescents between the ages of 13 and 16 years. First, we 
used a mixed-methods approach with focus groups and individual 
surveys to assess existing strategies and the comprehensibility of 
video-based indicators as a potential extension (Step 1). Based on 
the fndings, an indicator-based prototype smartphone app was 
developed as a misinformation intervention for TikTok which was 
qualitatively evaluated in individual think-aloud sessions (Step 2). 
The sequential studies provide an opportunity for triangulation of 
data and in-depth fndings. 

We advance misinformation research by applying existing knowl-
edge about indicator-based interventions to the very current modal-
ity of short-videos. In doing so, we adopt the user perspective of 
adolescents as a particularly relevant user group. Our core con-
tributions (C) and fndings (F) are frst (C1) evaluating the com-
prehensibility and perceived usefulness of video-based indicators. 
In doing so, we (F1) found how indicators on diverse levels (e.g., 
layout, profle, interactions) expand and confrm the perceptions of 
adolescents, and (F2) how particular characteristics of manipulated 
videos are applied intuitively as indicators. We then (C2) imple-
mented and qualitatively evaluated a smartphone app prototype 
as an indicator-based misinformation intervention and received 
(F3) an overall positive feedback on the approach and identifed 
participants’ substantial understanding of its features. Furthermore, 
we identifed insights into (F4) potentials for transferability of the 

extended knowledge and skills. Finally (C3), we assessed opportuni-
ties, challenges, and limitations of the indicator-based approach and 
identifed (F5) transparency of the indicators as central reason for 
the intervention’s positive assessment, but also (F6) its limitations, 
such as adolescents’ blind trust in the tool and the lack of realistic 
concerns. 

2 RELATED WORK 
Our work contributes to the design of user-centered digital misin-
formation interventions for VSPs like TikTok. We discuss related 
work, addressing how social media is faced with an overabundance 
of information, and the role of VSPs compared to primarily text- or 
image-based platforms (see Section 2.1). We shed light on digital 
misinformation interventions as one possibility to combat the ef-
fects of misinformation (see Section 2.2), delve into indicator-based 
misinformation interventions (see Section 2.3), and give an out-
line of the role of adolescents compared to others in terms of their 
susceptibility to misinformation (see Section 2.4). Finally, we sum-
marize the resulting research gaps and present research questions 
to address them (see Section 2.5). 

2.1 Misinformation on Video-Sharing Platforms 
Misinformation research continuously generates new questions 
due to advancing technological possibilities, such as artifcial intel-
ligence and novel multimodal platforms. Social media in general 
has long been a central arena for the spread of misinformation 
in this regard, particularly in times of crisis [26, 85, 86]. While 
text-based platforms have dominated the social media landscape 
in the past, VSPs have recently gained relevance, transforming 
TikTok into one of the most successful platforms in the world, es-
pecially among younger people. HCI research on VSPs particularly 
addresses online communities like video game streamers and social 
participation [10]. This also extends to positive aspects of the plat-
form, such as fostering creativity [66], inspiring playful technology 
[28], or connecting communities [60, 78]. However, recent events 
have demonstrated the vulnerability of VSPs to misinformation 
and other harmful content [2, 12, 55, 62]. In this regard, studies 
investigate how recommendations afect cross-platform sharing 
[20], who creates misinformation on TikTok and how users respond 
to them [2]. Beyond misinformation, research examines, e.g., how 
dark patterns are applied on TikTok and other social media plat-
forms [59], how VSPs expose creators to hate and harassment [88], 
and how young people perceive digital safety, including harass-
ment, fnancial fraud, but also misinformation and deep fakes [31]. 
Research emphasizes the extensive range of data (e.g., video, audio, 
descriptions, comments) ofered by VSPs [62], which could poten-
tially mislead users. Our work address these misleading potentials 
through the use of multimodal indicators. A specifc relevance ap-
pears to apply to comment sections [62], especially among young 
users, when searching for and evaluating online information [40] 
- a fnding that our work builds on. While there are diferent ap-
proaches to combating misinformation - for example, by teaching 
media literacy in schools or by supporting the work of professional 
journalists - one way to help deal with the overabundance of infor-
mation online is to develop digital misinformation interventions. 
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2.2 Digital Misinformation Interventions 
Developing user-centered approaches to combat misinformation 
poses a challenge within the HCI research community. To address 
this issue, digital misinformation interventions are employed to 
assist users in processing online misinformation, expanding on ef-
forts in education and journalism. The term ‘digital misinformation 
intervention’ has already been established by several researchers 
[9, 75, 76]. These interventions vary widely in their primary goal 
and encompass, for instance, soliciting user feedback after auto-
matic detection or nudges to reduce sharing. While many counter-
measures target automatic detection [82, 94] (e.g., through machine 
learning), studies with a stronger HCI focus explore post-detection 
decisions or aspects detached from detection (e.g., default nudges 
for refection). User-centered misinformation interventions “go be-
yond a purely algorithmic back-end solution and exert a direct 
infuence on the user in the form of information presentation or 
withholding” [38, p. 2]. For example, there are approaches that 
provide a correction of misinformation by displaying a link to a 
fact-checking website, debunking videos, or corrections within the 
comment section [5, 14, 57]. Other work suggests providing a bi-
nary label to mark content as false [11], however that approach 
has shown to be less accepted by users when transparent expla-
nations were missing [51]. Trust and distrust play a signifcant 
role when aiming to design efective interventions [5]. While some 
of the studies report promising initial results [22], e.g., to reduce 
sharing or engagement with misinformation, others demonstrate 
how common interventions have limited efects in isolation and 
are more successful when combined (e.g., suspending algorithmic 
amplifcation combined with a nudge) [9]. 

Eforts have been made to ofer comprehensible indicators that 
guide the autonomous evaluation of problematic content, promot-
ing critical thinking or media literacy. In this paper, in line with 
other researchers, we defne media literacy as the ability to decode, 
evaluate, analyze, and produce both print and electronic media, that 
is, to have internalized a sense of “critical autonomy” in dealing 
with all media [6]. However, media literacy has received criticism 
for being only one of many components of the complex information 
space [19, 40], for relying on rationality [17], and for creating a 
false sense of confdence [19], prompting calls to “rethinking media 
literacy in the age of platforms” [19, p. 17]. Nonetheless, studies 
indicate that media literacy education can promote critical thinking 
and alter behavior [45, 48, 92] - also regarding misinformation [84] 
and especially among younger people [93]. In our study, we draw 
on this optimistic view. 

2.3 Indicator-Based Misinformation 
Interventions 

Studies highlight the signifcance of transparency and comprehen-
sibility in interventions, as they foster trust [33, 51] and can thus 
be considered a crucial requirement when designing user-centered 
countermeasures [79] - an insight that guides our approach. In-
deed, users prefer to understand why content is marked as misin-
formation as opposed to receiving binary classifcations [51]. To 
address this, HCI research explores indicator-based interventions re-
garding misinformation and related phenomena (e.g., propaganda) 

[51, 58, 79]. For example, Bhuiyan et al. [16] examined how in-
dicators such as information about the author, can be utilized to 
promote trust, from the perspectives of both news consumers and 
journalists. More generally, trustworthiness indicators have been 
evaluated in terms of perceived utility and visualization preferences 
in social media posts, revealing positive perceptions and a prefer-
ence for simple visualizations of indicators to reduce the cognitive 
load [33]. Indicators as immediate user feedback enable users to 
understand characteristics of misinformation and encourage the 
development of own assessment skills [79]. While current research 
primarily focuses on textual content, some insights extend to im-
ages and videos. For instance, Sherman et al. [81] identifed the 
source of information as key indicator when assessing diferent 
types of content, including fake videos. Although users generally 
appreciated displaying indicators as a message, favoring simplicity 
and clarity, the study identifed a problem with the overgeneraliza-
tion of indicators. Research indicates promising advantages (e.g., 
indicators reducing uncertainty [33], and aligning with users’ pre-
existing mental models and practices [81]) and potential positive 
efects on trust [16, 51], perceived utility [33], and the development 
of autonomous assessment skills [79]. Nevertheless, concerns and 
challenges persist, with some users (and especially adolescents) still 
perceiving interventions as patronizing, underscoring the challenge 
of striking the right tone [40], and other users rejecting indicator-
based interventions when their development was not transparent or 
their design was biased [33]. Our research delves into the nuances 
of misinformation mitigation and recognizes that while not univer-
sally applicable, indicator-based interventions are a promising step 
towards addressing user needs and preferences. 

Identifying comprehensible and useful indicators for credibil-
ity assessment is crucial to the development of indicator-based 
misinformation interventions. Research has primarily explored in-
dicators of misinformation or related phenomena in textual content, 
often with an emphasis on automatic detection (e.g., to use them as 
features for training misinformation detection algorithms) [82, 94] 
and in some cases with a user-centered or social science focus 
[58, 79, 89]. While text-based indicators (e.g., linguistic character-
istics of propaganda techniques such as exaggeration or loaded 
language [58]) might be partly applicable to other modalities, user-
centered indicators regarding video content still require more ex-
haustive investigation, complementing research that has gained 
initial insights. Some studies specifcally identifed or evaluated 
selected video indicators. This includes the relevance of comment 
sections with critical reactions of other users, or videos evoking 
strong emotions [40, 62]. Research emphasizes loaded language or 
attention-grabbing layout as indicators on social media, including 
VSPs [93], or highlights the potential of flters and voice changers 
to mislead [31]. Others more generally gained insights into how 
users navigate VSPs and tackled indicators for misinformation only 
briefy, for instance by taking a closer look at hashtag topics indi-
cating misinformation on TikTok [55], or by taking very specifc 
perspectives like characteristics of misinformation in videos on 
urological topics [65, 95]. Other research tackles misinformation 
and its indicators on VSPs indirectly, investigating aspects that are 
closely related to the modality like emotion recognition in videos 
[15]. Niu et al. [62] provide an overview on multiple components 
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and layers of videos (e.g., sound, profle, reactions) with the po-
tential to be misleading - a foundation we build upon to derive 
specifc indicators for VSPs (e.g., outdated or mismatching sound, 
facial expression evokes strong feelings). VSPs like TikTok ofer 
a variety of patterns and indicators that have not yet been thor-
oughly evaluated from a user perspective, hence the motivation for 
our work. The systematic overview of derived indicators and its 
sources can be found in Table 3 (Appendix). We further summarize 
the procedure of selecting our indicators in Section 3.6. 

2.4 Adolescents as Vulnerable Users 
Evidence indicates that susceptibility to misinformation on social 
media varies among users. Both individual attributes (e.g., decision-
making style [8], cognitive ability [25]), and demographic factors 
(e.g., age [47], language skill [73]) play a role. Young users have 
been extensively studied due to their exposure to media literacy 
education, growing up with unique information sources while ap-
pearing to have a short attention span, and their status as ‘digital 
natives’, which grants them familiarity with new media such as 
VSPs and technologies like as deepfakes and flters. 

Research diverges on the digital and media literacy of young 
people, with some demonstrating strong literacy of 18-24 year-olds 
in specifc areas, such as health misinformation [30]. The fact, that 
young individuals belonging to ‘Gen Z’ generally have the capacity 
for a signifcant degree of digital literacy and a basic desire to seek 
information from diferent sources was supported by a WHO report 
based on a survey across 24 countries [90]. 

However, it is crucial to note that other studies display tenden-
cies to prematurely share misinformation among adolescents under 
the age of 18 [41, 42]. Limited critical thinking skills and overconf-
dence contribute to their susceptibility [68]. Lower self-efcacy [67] 
and limited concern for information trustworthiness among 11-13 
year-olds [27, 56] are associated with increased misinformation 
sharing. Adolescents tend to overestimate their ability to assess 
digital information accurately [63, 68, 70, 96]. In-depth qualitative 
work on the information practices of 13-24 year old adolescents 
and young adults suggests that they do not conceptualize infor-
mation and online information processing as isolated and narrow 
processes, but as broad and situated in a social context [40]. This 
highlights the role of social cues and peer infuence in adolescent’s 
online information handling - a conceptualisation from which new 
vulnerabilities can potentially emerge. 

These vulnerabilities, combined with high exposure to online 
misinformation due to excessive online activity, underscore the 
vulnerability of young adolescents. Their limited critical thinking 
skills, responsiveness to social cues, and limited digital literacy 
emphasize the special need for tailored attention and support in 
order to critically evaluate online information. 

2.5 Research Gap 
This study advances HCI research on misinformation interventions 
through the identifcation and assessment of user-centered indi-
cators for misinformation on VSPs like TikTok. Based on this, we 
developed a prototype smartphone app designed as a digital misin-
formation intervention for adolescents. The study addresses gaps 
in the following areas: 

1st gap: Focus on VSPs. The vast majority of research on social 
media misinformation centers on text-based content. However, 
recent crises such as the Russian war of aggression against Ukraine 
and the COVID-19 pandemic have shown that VSPs like TikTok are 
a highly relevant breeding ground for misinformation [2]. Existing 
HCI research highlights the signifcance of this challenge and the 
need for further research on how to address this specifc type of 
content. 

2nd gap: User-Centered Interventions. User-centered countermea-
sures that promote media literacy are better received by users when 
provided with comprehensible explanations [51]. Researchers have 
emphasized the importance of fnding interventions that counteract 
reactance and take into account end-users’ needs for comprehen-
sibility [51, 64]. This can be achieved by providing comprehensi-
ble indicators of misinformation as user feedback - an approach 
that has already been partially addressed for text-based content 
[7, 32, 39, 58], but requires further development from a user per-
spective [34, 51]. Video-based content, with its multimodality, is 
interesting in that it presents its own unique opportunities for mis-
information [62], which in turn require new strategies for user 
feedback (e.g., regarding emotional music, flters, and false context 
of sounds). 

3rd gap: Adolescent Vulnerability. Adolescents are particularly 
susceptible to misinformation, and research suggests potentially 
harmful overconfdence [19, 77]. Addressing the needs of adoles-
cents in dealing with misinformation on VSPs like TikTok requires 
further investigation aligning with their tone and style preferences 
[40], building on HCI research that has already produced signifcant 
fndings [40, 62] and by involving adolescents in a design process 
from the beginning. 

Considering related studies and combining the resulting gaps, 
our overarching goal is to answer the following research questions: 

RQ1: How do adolescents evaluate misinformation indicators in 
terms of comprehensibility and usefulness? 

RQ2: How can indicators be applied to a smartphone app as a digital 
misinformation intervention to assist adolescents on TikTok? 

RQ3: How do adolescents perceive chances and limitations of an 
indicator-based digital misinformation intervention? 

3 METHODOLOGY 
In the following, we provide details on our participants, ethical 
considerations, research method, analysis, and stimuli. To answer 
our research questions, we conducted a twofold study with 39 ado-
lescents aged 13 to 16 in Germany in the summer of 2023. Our study 
consists of two steps of data collection (see Figure 1): focus groups 
(Step 1) and individual think-aloud Sessions (Step 2), involving a 
diferent set of participants. 

In Step 1, our goal was to gain insight into which indicators 
adolescents autonomously use to assess misinformation on Tik-
Tok, and into how they evaluate established indicators in terms 
of comprehensibility and perceived usefulness. This allowed us to 
identify a set of potential user-centered indicators for VSPs, and for 
TikTok in particular, thus primarily targeting RQ1. We chose to im-
plement focus groups in order to gain a variety of insights from the 
interactions and discussions between participants [53]. Interactive 
focus groups facilitate the exchange of ideas and the exploration 
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of diferent viewpoints, which corresponds to our overall aim of 
identifying the most promising indicators for adolescent users. 

For Step 2, we developed a smartphone app prototype as a digital 
misinformation intervention based on the previously in Step 1 es-
tablished indicators, and evaluated how adolescents interacted with 
it, rated its usefulness, and identifed challenges and opportunities 
– primarily to address RQ2 and RQ3. We thereby employed the 
think-aloud method [54] to gain rich insights into user perceptions 
during real-time use, rather than retrospectively [74], which is a 
method widely used in HCI and misinformation studies [61, 68, 74]. 
In contrast to focus groups, it provides a more individualised and 
introspective insight into participants’ thought processes and de-
cision making as they interact with the prototype independently. 
By combining both focus group (Step 1) and think-aloud (Step 2) 
methods, our aim was to gain both depth and breadth of insight 
and to answer the research questions from a variety of perspectives. 
Overall, both methods provide rich insights and complement each 
other to facilitate an understanding of users’ needs, behavior, and 
experiences. 

3.1 Recruitment and Participants 
We carried out Step 1 with an entire school class and Step 2 with 
a separate school class in addition to a cohort of four additional 
female participants from a youth center to ensure reasonable gen-
der parity. Recruitment was mediated through contacts with a local 
digital media education center - which, however, had not previ-
ously conducted any thematically relevant training courses with 
the specifc pupils in our study. The majority (� = 38) of the par-
ticipants were students at an integrated comprehensive school, i.e., 
they are mixed in terms of their intended school leaving qualifca-
tions (e.g. Abitur, Mittlere Reife, Hauptschulabschluss in Germany), 
and one additional student came from a secondary high-school 
(‘Hauptschule’). The overarching inclusion criterion was the age 
range of 13-16 years to gain insights specifcally from young ado-
lescents. In addition, the choice of school for the recruitment of 
participants ensured the coverage of diverse levels of education 
and learning abilities. The specifc classes (one for Step 1, another 
for Step 2) were chosen on the basis of time availability within a 
project week at the date of data collection. All pupils attending class 
at the time of data collection were included in the study and no spe-
cifc exclusion criteria were applied. For the focus groups (Step 1), 
the participants were divided into three age- and gender-balanced 
groups with the help of the teacher. This arrangement was designed 
to break up cliques and ensure an open and productive discussion 
atmosphere. The groups as a wholes were rather homogeneous, as 
they all consisted of pupils from the same class. No further steps 
were taken to make the groups more homogeneous, e.g. in terms 
of social media usage, since the remaining degree of heterogene-
ity was considered useful for stimulating interesting discussions 
among the participants. 

For Step 1 (� = 21), participants were between 14 and 16 years 
old (������ = 15). Ten were male, ten were female, and one was 
non-binary. For Step 2 (� = 18), participants were between 13 and 
16 years old (������ = 13.5), seven were female and eleven were 
male. Since participants interacted with a smartphone in Step 2, we 
also documented their usual operating system. Six reported using 

Android, seven iOS, four both, and one was unsure. Participants 
also reported using TikTok daily (� = 25), several times a week 
(� = 5), or never (� = 9), but all had already used it in the past. 

3.2 Ethical Considerations 
When involving minors, ethical planning and conduct are crucial. 
Accordingly, the positive voting of the university’s ethics commit-
tee (IRB Number EK 47/2023) was obtained in advance. Stimuli and 
study procedures were coordinated with a local media education 
center and teachers to include interdisciplinary expertise. The con-
tent shown was adapted to the age of the participants, excluding 
any violent or disturbing images (e.g. war, explosions) and politi-
cally biased messages. The videos were presented within a TikTok 
simulation to control the selected content. The truthfulness of the 
stimuli was clarifed immediately after the study and the adoles-
cents were provided with additional written information. Explicit 
informed consent (in age-appropriate language) for participation 
and data use was obtained in advance from both parents and youth, 
in accordance with the permission of our institutional ethics review 
board. Participants received a €15 book voucher as compensation. 

3.3 Step 1: Mixed-Methods User Study with 
Focus Group Discussions 

3.3.1 Mixed-Methods Approach. Individual paper-based surveys 
provided insights into autonomous assessment strategies immedi-
ately after watching a TikTok video. Focus groups were chosen as 
they enable discussions among participants and generally provide a 
broad range of opinions [53]. They are frequently applied in HCI in 
general [53] and particularly in the context of misinformation [31]. 
Thereby, in-depth explanations were generated, which was crucial 
for assessing participants’ comprehension of certain indicators of 
misinformation, for identifying which indicators require improved 
explanations, and for understanding our participants’ general needs. 
This mixed-methods approach allowed participants the necessary 
space to think individually before engaging in the group discus-
sions. By triangulating the data, we gained deep insights into our 
young participants’ responses. 

3.3.2 Study Procedure. Three parallel focus group sessions of ap-
proximately equal size were each led by a member of the research 
team, following a structured guideline with standardized language. 
Each session lasted 120 minutes. After a brief introduction, written 
informed consent was obtained and demographic information was 
collected before audio-recording began. Participants sequentially 
viewed fve TikTok videos, each following a systematic procedure 
(see Section B.1, App. for details): (1) Participants answered gen-
eral questions individually on a paper questionnaire regarding the 
familiarity of the video and the credibility assessment. (2) The fo-
cus group received multiple indicators for misinformation and dis-
cussed their understanding and usefulness (see Table 3 for sources 
and representation of indicators). Finally, researchers provided clari-
fcation on the videos’ truthfulness. One of the fve videos contained 
only factual content. Thus, no cues for misinformation were dis-
played. (3) After following the procedure for all fve videos, we 
presented three additional indicators that were not included in the 
selected videos but still seemed promising to evaluate based on our 
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Deriving video-based 
indicators for 
misinformation from 
scientific articles and 
media literacy 
manuals

Derived 
indicators

User-centered
indicators

Developing an indicator-
based prototype in Figma

Contributions

C1: Evaluate comprehensibility and perceived usefulness
of video-based indicators

C2: Implementation and qualitative evaluation of a smartphone app prototype
as indicator-based misinformation intervention

C3: Assessment of chances, challenges, and limitations of the indicator-based
approach

Contribution

 
Focus Groups
(N = 21)

Individual Think-aloud Sessions 
(N = 18)

 

Figure 1: Flow of our twofold study design demonstrating key contributions of each step. 

literature review. Again, participants discussed their comprehensi-
bility and usefulness. (4) Afterwards, the focus groups engaged in 
general questions about the indicators overall. The study procedure 
was identical for all three groups, i.e. all participants watched the 
same videos (in a diferent order) and were asked the same ques-
tions. The general aim of the focus groups was to obtain a variety of 
perspectives. For this reason, we decided to conduct three separate 
focus group discussions rather than one large group in order to 
create a constructive atmosphere and reduce the infuence of very 
dominant individuals. The range of three focus groups – also in 
contrast to only one large focus group – allowed us to have in-
depth discussions that provided diferent insights from a variety of 
participants while maintaining a sufcient level of control over the 
dynamics of the conversation. Subsequently, all three researchers 
reported similar experiences in their focus groups. 

3.4 Step 2: Individual Think-aloud Sessions 
We designed and evaluated a smartphone app prototype (see Fig-
ure 2) as a digital misinformation intervention for TikTok, incor-
porating and refning the indicators from Step 1 (see Table 3 for 
representations in Step 1 and 2). 

3.4.1 Developing a Figma Prototype. We designed the smartphone 
app (= ‘Misinfo-App’) as a prototype using Figma1, where TikTok
videos are embedded in a simulated ‘ForYou page’ as can be found on 
TikTok. Diferent views of our Figma prototype design can be seen 

1https://fgma.com

in Figure 2. The prototype corresponds to a realistic click dummy 
with a simulated detection. To disrupt the everyday user experience, 
the app was integrated into the prototype as an active intervention:
From the simulated ForYou page, a video can be shared with the 
Misinfo-App using the share button built into TikTok. The user is 
then taken to an overview of the detection results (see Figure 2b and 
2f). If misinformation was successfully detected, the corresponding 
indicators are listed there. By swiping, the user can switch to the 
detailed descriptions (see Figure 2a, 2d, and 2e). Some indicators are 
associated with appropriate highlighting of the referenced items in 
the video (e.g., display of the comments (Figure 2e) or the profle 
for the video). An arrow leads the user back to the ForYou page. 

3.4.2 Study Procedure. The one-on-one think-aloud sessions were 
also conducted by three researchers, following a pre-defned sys-
tematic guideline. Each session lasted 40 minutes. (1) After giving a 
brief introduction and obtaining written informed consent, a short 
simulation of the think-aloud method was demonstrated. Partici-
pants were generally instructed to “think aloud” while they were 
using the smartphone. We recorded audio and screen touch to eval-
uate our participants’ interaction with the app. (2) Participants were 
instructed to imagine being on their ForYou page on TikTok, using 
our smartphone prototype. They were able to click and swipe ev-
erywhere while watching the videos. (3) They were asked to share 
each video with our Misinfo-App to check its credibility and to look 
at the app’s output for as long as they wanted. All participants thor-
oughly swiped through the detailed indicator descriptions. (4) After 
watching and sharing all four videos, the participants switched 

https://figma.com
https://figma.com
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Figure 2: Overview on the stimuli videos we used in Step 1 (all) and Step 2 (all but c) demonstrating several views of the 
smartphone app’s UI within our Figma Prototype. Faces of private persons were pixelated for publication. UI elements were 
translated from German to English. 
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from our prototype to an online survey to fll out the SUS and a 
demographics questionnaire. To accommodate the young age of 
the participants, the language of the SUS was slightly modifed. We 
adopted the wording of the study by Putnam et al. [71] and slightly 
reformulated all items that have a grade level >6 in the original 
(see Section B.3, App.). (5) Finally, we asked open-ended questions 
to gain deeper insights into the overall indicator-based approach, 
its usefulness, and any concerns about an underlying algorithm. A 
detailed description of the study procedure can be found in Section 
B.2. 

3.5 Analysis 
Steps 1 and 2 generated rich qualitative data from the focus groups 
and individual think-aloud sessions, as well as additional quantita-
tive data from the individual survey items. We locally transcribed 
the audio material with Whisper2, followed by a thorough manual 
revision. Participants’ responses were anonymized. 

We then (a) analyzed the quantitative survey items calculating 
descriptive statistics (����,������, � ����������) and (b) clustered 
the free-text question thematically according to the individually 
mentioned assessment strategies from Step 1. We (c) employed 
thematic analysis for the focus group discussions (Step 1) and think-
aloud sessions (Step 2), which is common for this type of study 
[18, 35] and which serves to identify and interpret thematic pat-
terns within qualitative data [18]. Overarching themes were thus 
derived from a set of pre-defned codes that were created prior 
to the analysis and were iteratively added as new topics emerged 
during coding. Two coders independently applied the codebook 
(see Table 4, App.) to the data and any ambiguities were discussed 
to achieve a consensus. Inter-coder reliability, measured by Cohen’s 
kappa score, demonstrated substantial agreement (� > 0.61) across 
all iterations. The themes as thematic clusters derived from our 
codes form the basis for our results reports in Sections 4.1, 4.2, and 
4.3. 

3.6 Stimuli 
The stimuli for Steps 1 and 2 were selected and revised in con-
sultation with the local digital media education center, teachers 
(especially with regard to simple language, age appropriateness, 
and representative mapping of content on the adolescents’ ForYou 
page), and the ethics committee. They comprise real-world TikTok 
videos and indicators of misinformation that could help assess con-
tent on VSPs. The videos and indicators are similar in Step 1 and 
Step 2 (see Table 3 for representations in both steps). 

Videos. An overview of all included videos can be found in 
Figure 2 and Table 5 (Appendix) provides a detailed description 
of the content of the videos. TikTok videos were selected as stim-
uli following a systematic process. (1) We consulted ofcial fact-
checking websites to identify current topics that have been ofcially 
debunked which covered a wide range of misinformation. Either 
these sites already linked to specifc recent TikTok videos, or we 
manually searched TikTok for these videos, referring back to the of-
fcially debunked content. (2) We excluded videos that were not age 
appropriate. For all videos, we chose those that were most suitable 
for the age group and were approved by the digital media education 

2https://github.com/openai/whisper 

center and teachers involved in the study. (3) We made sure to 
include diverse forms of misinformation. While misinformation 
types can take various forms [49], we chose our selection of videos 
to represent a realistic sampling of diverse forms of misinformation 
on VSPs without a claim to completeness: deep fakes (Figure 2b; 
manipulated video showing Donald Trump in prison), satire with 
potential to mislead, as well as conspiracy theories (Figure 2d/2e; a 
TikToker making fun of common conspiracy theories by pointing 
to clouds that block out the sun and referring to the pharmaceuti-
cal industry being responsible), and commenting on and sharing 
misinformation from other users that the person sharing it believes 
to be true (Figure 2a; a TikToker expresses anger at the alleged 
call by Fridays for Future to ban pets over 10kg). We included one 
video containing factual information (Figure 2f; a presenter reports 
on the sabotage of railway cables). The same videos were used in 
Steps 1 and 2 with the exception of Video Weather (Figure 2c; a 
TikToker comments on an alleged manipulative attempt by media 
to overstate global warming) which was omitted in Step 2, due to 
time constraints and because the video was found to be too complex 
for the age group to understand the content in Step 1. 

Indicators. In accordance with other research [62], we diferen-
tiate the following layers of short-videos on VSPs: spoken words, 
video, sound and music, layout, content and message, profle, reac-
tions and interactions, and the overall impression. Characteristics 
within these layers might represent valuable indicators for misinfor-
mation, e.g., a sound that evokes strong feelings. To systematically 
identify a comprehensive selection of indicators for misinformation 
on TikTok, we (1) used these layers as reference. We (2) conducted 
a literature review on misinformation in VSPs to identify indicators 
within the layers, examining which characteristics have already 
been captured and/or scientifcally investigated as potential indica-
tors of misinformation in videos (see Section 2.3). To compensate 
for the gap of scientifc publications, we (3) consulted non-scientifc 
ofcial media literacy manuals [13, 44, 80] and fact-checking web-
sites [24] that specifcally address TikTok and its particular features. 
This was (4) supplemented by literature on mainly text-based in-
dicators that may also be suitable for video-based platforms (e.g., 
attention-grabbing layout) and have been evaluated in the con-
text of misinformation and other related concepts like propaganda 
[58], conspiracy theories [37, 89], or political extremism [36]. An 
overview of indicators integrated in our approach can be found in 
Table 3, App. 

4 RESULTS 
In Section 4.1, we report how adolescents assess the comprehensi-
bility and usefulness of indicators as cues for video-based misinfor-
mation on TikTok derived from Step 1. Building on those fndings, 
we developed a Figma prototype of a smartphone app in Step 2 to 
evaluate how indicators can be applied as part of a digital misinfor-
mation intervention (see Section 4.2). Thereby, we gained insights 
into how adolescents perceive opportunities for and limitations of 
the proposed indicator-based approach (see Section 4.3). We present 
the results as themes obtained from our thematic analysis. Our core 
contributions and fndings are summarized in Table 1. 

https://github.com/openai/whisper
https://github.com/openai/whisper


Indicator-Based Intervention to Combat Misinformation on TikTok CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

4.1 Assessment of Indicators for Video-based 
Misinformation 

For all indicators derived in Section 3.6, we evaluated their compre-
hensibility and perceived usefulness through focus group discus-
sions in Step 1. 

4.1.1 Video. Adolescents are familiar with AI-generated manipu-
lated images (see Figure 2b), enabling them to identify indicative 
details and features such as inconsistent lighting conditions. While 
the information is considered easily understandable, its usefulness 
is considered limited due to perceived obviousness 

“I think you can see it anyway, because the photos that 
are just generated, there is just such an artifcial intelli-
gence [...]. There were also photos with the Pope where 
he was wearing MontClaire jackets and things like that. 
And these are pictures like that.” (focus group 2) 

Similarly, using flters (e.g., on voice or face) are a common feature 
on TikTok and well-known. Opinions on the necessity of acknowl-
edging flter usage vary: “Many older people are just fooled. I know 
it myself, I can give examples, but anyway, I think it makes sense, it’s 
good.” (focus group 1) Although participants were able to explain 
the meaning of facial expressions and body language evoking strong 
feelings (see Figure 2a), its usefulness to assess a TikTok’s credibility 
received mixed feedback. “So I don’t think it’s very useful, because 
you can be calm, you can be cool, but you can still lie. ” (focus group 
2) When presented the rather complex indicator of the origin or 
time stamp of a video being outdated, participants struggled with 
the understanding of its meaning regarding potential misleading 
content. However, this indicator was included in Video Weather 
(see Figure 2c), which participants struggled to understand overall 
due to its complexity. Hence, this might have strongly afected the 
comprehensibility of the indicator in this context. 

4.1.2 Spoken words. Among the young participants, understand-
ing how tone of voice can evoke strong feelings and can signal misin-
formation was present: “So he raised his voice a little bit to make you 
think that he was scared himself. I think he wanted that to be more 
believable.” (focus group 2) Nonetheless, as with facial expressions, 
participants rated this as not necessarily a useful cue since truth 
on an emotional topic can be told with a raised voice, too. 

4.1.3 Sound & Music. Interestingly, while evoking strong feelings 
through facial expressions or a speaker’s voice received mixed 
feedback, emotional sound or music were deemed comprehensible 
and useful indicators. Participants successfully applied the indicator 
to both funny / entertaining music, identifying satirical videos, and 
sad music, identifying an intention to mislead. Regarding sound, the 
outdated origin of sound received positive feedback with participants 
correctly grasping its role as an indicator: 

“I also fnd it quite helpful that when you hear gunshots 
or something in a video. And then the video is not about 
gunshots, I think it is right that you know that it is 
not part of the video. For example, if I’m watching a 
video about the Paris riots and suddenly I hear a bomb 
explosion, that doesn’t ft in either.” (focus group 2) 

4.1.4 Layout. Regarding layout as an indicator for misinformation, 
attention-grabbing layout through color, capitalization, emoticons 

(Figure 2d) is viewed as readily understandable indicator of unse-
riousness, up to the creator’s discretion. Spelling or grammatical 
errors on the other hand, also suggesting being nonserious, are 
dependent on creators’ language skills, if not from ofcial sources. 
These are not necessarily evaluated as related to the credibility of 
the content, but by some participants considered relevant: 

“Well, I think it comes across as really nonserious when 
you don’t have punctuation and a comma and nothing 
at all in that whole sentence. I think a serious source 
would never want to just run of in a sentence like that, 
so fast that everybody gets kind of upset about it.” (focus 
group 2) 

More critically, two out of three focus groups explicitly addressed 
the issue of dyslexia: “So, rather useful [...] but that could be that 
someone with dyslexia wrote this.” (focus group 3) 

4.1.5 Content & Message. Some potential indicators refer to spe-
cifc characteristics of a video’s modality. Others, regarding content 
and message, are applicable to all types of information. For exam-
ple, any social media post containing conspiracy theories (e.g. using 
hashtags like #simulationtheory) has the potential to mislead. For 
TikTok videos, our participants were able to explain what this in-
dicator means and rated its usefulness rather positively. Similarly, 
stating an opinion without sources was assessed as comprehensible 
and useful indicator. It is important to note that adolescents are 
particularly familiar with this type of indicator as it is a common 
way of teaching how to assess information in schools. 

4.1.6 Profile. A hint to the profle of a creator was perceived as 
useful means to assess if a video might contain misinformation 
and was actively applied after watching the videos. Particularly, 
participants applied this measure to check if a video was meant 
to be satirical, originating from a comedy account. However, they 
were not aware of satirical content’s potential for misdirection (e.g., 
hiding radical right-wing messages through satire). Overall, themes, 
questionable content patterns, and the creator’s apparent expertise 
were reviewed by examining the profle, with familiarity fostering 
trust in known sources (e.g., ofcial news profles) and skepticism 
toward unfamiliar ones. 

4.1.7 Reactions & Interactions. Reactions and interactions, includ-
ing if the content is questioned or refuted in the comment section 
(see Figure 2e), are pivotal for adolescents when assessing video 
credibility. This strategy, has been highlighted in previous research 
[40] and was reafrmed in our study. Participants proactively exam-
ined comments to assess overall sentiment and to identify potential 
misinformation or satire. They viewed comments critically, par-
ticularly when other users used irony and did not explicitly voice 
their disagreement: “They don’t really explain it to him, they just 
make him look stupid.” (focus group 3) Conversely, deactivation 
of comments was considered a useful indicator of misinformation: 
“Where it’s so blatant or something, and the comments are of. Then 
people usually don’t accept any criticism at all. And then you can’t 
see in the comments if it’s true or not. [...] I always fnd the comments 
disabled to be such a red fag.” (focus group 2) 

4.1.8 Overall Impression. Encouraging critical refection of a video’s 
credibility is advocated by media literacy resources and applies to 
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VSPs as well. Unlike objective indicators, this is subjective and 
based on individual refection. The idea of this individual indicator 
to exhibit it as a default nudge: “Listen to yourself. What does your 
gut say?” and it yielded difering participant responses. Whether a 
video evoked strong positive or negative feelings was rated as rather 
not useful, especially because the theme of evoking feelings had 
already been addressed more specifcally regarding body language 
and tonality, and was perceived somewhat redundant. Nonetheless, 
participants rated this nudge to self-refection positively when it 
was phrased more generically as gut feeling: Overall, the story is 
hard to believe: “I think you can tell right away that it’s a little bit 
nonserious, and that automatically makes you think that the person 
might be talking garbage.” (focus group 1) 

4.1.9 Autonomous Assessment Strategies. In the vast majority of 
cases in Step 1 (86%), participants stated that they had not previously 
known the videos which they were shown. Nonetheless, they often 
correctly assessed their truthful content before the video-specifc 
indicators were discussed. In the best case (regarding Video Clouds, 
see 2d), 17 out of 21 participants correctly identifed a video as 
containing misinformation, the remaining four at least identifed it 
correctly in tendency (“rather not true”). In other cases (regarding 
Video Weather, see 2c), however, the assessment was more difcult: 
only nine participants tended to assess the content correctly, six 
tended to assess the content incorrectly and an additional six made 
no statement. 

Despite these varying results, it is evident that the participants 
are, to some extent, capable of making their own correct assess-
ments. In our study, we found that they did so by applying several 
assessment strategies autonomously. The adolescents were very suc-
cessful in recognizing if a video was meant to be humorous or ironic 
and emphasized that potentially harmless satire and irony may 
be misleading as well, when not identifed as such. Further, some 
participants particularly recognized sarcasm or irony as means to 
mislead: 

“The irony, as if it is completely clear that all the animals 
are being brought in and so it somehow shows that she 
believes all the crap and thinks that she is the enlight-
ened one who knows everything and is so much smarter 
than us because she knows all the conspiracy theories.” 
(focus group 2 regarding Video Pet, see Figure 2a) 

While this type of indicator was originally not included in our 
study, we included it in Step 2 as part of ‘Content & Message’ 
as it was mentioned autonomously multiple times (see Table 3). 
Moreover, participants applied a strategy of comparison with existing 
knowledge, where they contrasted the given information with what 
they had already known about the topic, for instance, based on 
news reports or common sense. Similarly, they frequently displayed 
attempts to autonomously identify reasoning or alternative logical 
explanations, as in: ”So rather not, because where should these pictures 
come from, because in prison you’re not allowed to have mobile phones. 
That’s why no.” (focus group 1 regarding Video Trump, see Figure 
2b). 

Besides, participants autonomously paid attention to the content 
of the video description, in particular with regard to the hashtags 
therein or whether any sources were provided. They also rated 
the number of likes and followers, as well as the general appearance 

of a person in the video as a sign of the reliability. Conversely, 
participants displayed a variety of strategies to recognize credible 
information, ranging from the naming of sources and provision 
of further video evidence, to their general assessment of an ac-
count’s appearance. Particularly the notoriety or the presence of a 
verifcation badge were perceived as useful indicators. 

4.2 Applicability of the Indicator-based 
Approach 

We evaluated how the indicators from Step 1 can be applied to 
a smartphone app as a digital misinformation intervention. We 
incorporated feedback from Step 1 to refne the indicators in Step 
2, where we optimized their arrangement based on the input from 
adolescents, resulting in a more streamlined and less redundant 
set of indicators (see Table 3 for details). Specifcally, an indica-
tor related to humorous or ironic content was introduced based 
on this feedback, and indicators (e.g., related to strong emotions 
or wrong context) were merged to eliminate redundancy. These 
refned indicators then informed the development and evaluation 
of a TikTok-based smartphone app prototype aimed at mitigating 
digital misinformation. We derived fndings regarding the usability 
and suitability of our indicator-based approach in Step 2. 

4.2.1 Usability of the Misinformation Intervention. SUS and qual-
itative results on perceived usefulness. Our smartphone app as 
misinformation intervention yielded a positive average SUS score 
of 81.7. This favorable outcome aligns with the qualitative feedback 
on the usefulness and handling of the app. One of the most frequent 
positive comments was that the use of the familiar share button 
and the swiping within the results display is intuitive and very 
straightforward. The recording of screen touches also confrms 
this: our participants were able to independently navigate from the 
ForYou page to the Misinfo-app and within it right from the start. 
There were critical complaints about occasional loading problems 
of the app, which can be attributed to Figma’s limited possibilities 
for prototype display with a lot of video material an overlays. In 
addition, several suggestions for improvement were made, which 
are presented below. 

Barriers of usage and mitigation. We collected insights into 
what hinders adolescents from using the evaluated Misinfo-app and 
found that factors strongly difer between individuals. While the 
majority supported the use of the share button and the individual 
and detailed display of the indicators, three out of 18 participants 
found it too cumbersome and wished for a more compact display 
or a direct integration as a plugin for TikTok to reduce the efort: 
“Maybe by not having to share it so much and then it just being there, 
for example, by me being able to press anything on TikTok and then 
it being displayed that way.” (P16, female, aged 13-14). Moreover, 
two criticized the app for being too complex for some users, as the 
feedback texts might be overwhelming for users who have a short 
concentration span, dislike reading or are illiterate: “But for people 
like me who don’t like to read, it’s just rather more convenient to 
have: ‘This is fake. Period.’ [...] Young peoples’ patience is also very 
short. [...] Or even my [anonymized], when she downloads the app, 
she can’t read.” (P03, male, aged 15-16). This highlights the diverse 
experiences of young people in their immediate environment and 
their ability to empathize with potential other users. Conversely, 
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two participants stressed that, for many videos on their ForYou 
page, checking for credibility is just not relevant because it mainly 
consists of entertainment videos, and they are rarely confronted 
with more serious content. Besides, especially the detailed feedback 
on single indicators using mainly text-based explanations was crit-
icized by a small number of participants and might be a relevant 
factor when applied on a larger sample of adolescents. Some par-
ticipants independently proposed a potential mitigation strategy 
using personalization. 

4.2.2 Proposed user groups. We asked our young participants why 
or why not they would like to use the Misinfo-App on a regular 
basis and who else they would consider as potential users. 

Adolescents as users. Participants liked the idea of the app hav-
ing a means to transparently check for misinformation in occasions 
where they are uncertain about the veracity of the content. They 
especially emphasized positive social efects of being well informed: 
“So I don’t go to school and say, ‘Hey, have you heard this?’ And it’s 
not even true.” (P12, male, aged 13-14) or “I would use it. Because I 
didn’t go to school once because of some weather thing [...] on Tiktok 
and that was a lie.” (P09, male, aged 13-14). Moreover, it became 
clear that receiving feedback from the app would not be relevant 
for the majority of videos, but rather for specifc cases: “So an app 
like this would actually be helpful. I don’t see these videos too often, 
but when I do, I always research them and want to know if they’re 
true or not.” (P09, male, aged 13-14) 

Other users and other platforms. We were additionally inter-
ested in whom they thought would beneft from the app and found 
that our participants thought that older or very young people would 
beneft the most. Through personal experiences, the adolescents 
exhibited a heightened awareness of older adults’ susceptibility 
to misinformation. Several participants stated, for example, that 
they take on the role of fact-checkers for older relatives in their 
families, especially regarding video-based content. These aspects 
were brought up in both the individual think-aloud sessions and 
in the focus group discussions: “Yes, defnitely. I would recommend 
it to my grandma, my little sister. Those are the people that should 
be using it.” (P02, female, aged 15-16) or “Yes, especially with my 
grandparents, who very often, very, very often fall for fake news.” 
(P03, male, aged 15-16) or 

“I can imagine that for Facebook because there are a 
lot of older people. For example, when the earthquake 
happened in Turkey, there was a lot of fake news, my 
[anonymized] told me that this earthquake was made 
by America and the country is about to be invaded. [...] 
As an example, I’ve seen it, but a lot of people believe it, 
I know it. (Focus group 1) 

The emphasis on relevance, especially for older individuals, also 
suggests the potential applicability of the indicator-based approach 
to other platforms, such as Facebook, where older people spend 
more time on social media. 

Responsibility and confdence. The high responsibility of 
adolescents as fact checkers, e.g., for older relatives, regarding VSPs 
is certainly understandable and often justifed based on the accumu-
lated experiences and intuitive upbringing with these technologies. 
However, our results regarding how participants rated the truthful-
ness of TikTok videos also show limitations of those capabilities. 

For example, the adolescents initially made incorrect judgments in 
some cases without the support of the app. Six out of 18 participants 
assessed the truthfulness of at least one of the videos incorrectly 
before being exposed to the Misinfo-App results. This is not sur-
prising, as VSP’s misinformation can be misleading in multiple and 
often intricate ways. Some level of overconfdence when evaluat-
ing one’s own credibility assessment skills is very common and 
refected in our study. 

4.3 Perceived Chances and Limitations of the 
Indicator-based Approach 

Our results of Step 2 revealed several insights into how adolescents 
perceive benefts and limitations of the proposed indicator-based 
intervention for VSPs. Below, we outline our main fndings. 

4.3.1 Expected learning and applicability. The goal of our qualita-
tive study design was to collect in-depth insights into adolescents’ 
perceptions and needs. The efectiveness of digital misinformation 
interventions, e.g., to reduce sharing of social media posts, has 
been investigated in other research [9]. In contrast, our fndings 
provide further qualitative outlooks on expected learning efects or 
applicability of knowledge and behavior learned when introducing 
an indicator-based intervention. 

Applying indicators. We observed how participants quickly 
adapted the displayed indicators to novel TikTok videos: “Okay, now 
that I read through this [the indicators], I realize that his arguments 
don’t make any sense. So no sources either, just babbling something.” 
(P01, male, aged 15-16). In the further course of the study with 
the same participant, it became apparent that this indicator is now 
autonomously added for critical refection: “Above all, the cases are 
sources, I’ve already thought of that in my head, so it’s just kind 
of written in random text, without any sense or anything, without 
sources or at least anything. So that’s just obviously fake.” (P01, male, 
aged 15-16). 

Changes in credibility assessment. Moreover, two aspects 
could be identifed with regard to changes in participants’ assess-
ment of information credibility. On the one hand, there were sev-
eral instances in which participants changed or consolidated their 
assessment of the information presented with the help of the indi-
cators in Step 2. Referring to the attention-grabbing layout as an 
indicator, for example, one participant commented as follows: 

“I didn’t understand why the colors and such have some-
thing to do with it, but now when I think about it, that 
everything is written so big and especially in red, be-
cause red is such a... Red is such a sign of... I don’t know 
how to explain it, for something important. And until 
now I never noticed it before, but now it makes sense 
somehow.” (P07, female, aged 13-14). 

On the other hand, participants also found the indicators useful 
for practice and as a reminder to be more able to identify disin-
formation on their own in the future, even without app support: 
“I would say that these tips are needed. So that in the future, even 
without this app, or so that even without this app, people can really 
identify for themselves that it’s fake news.” (P05, male, aged 13-14) 
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4.3.2 Transparency. The proposed approach of the Misinfo-App 
is based on the concept of transparently giving insights via user-
centered indicators. We were interested in the adolescents’ percep-
tions and (mis)conceptions of this approach and gained in-depth 
fndings. 

(Blind) trust in the algorithm. Out of 18 participants in Step 2, 
twelve explicitly stated to fully trust in the (simulated) algorithm’s 
decision on whether a TikTok video is misleading or not. When 
asked for reasons, some participants expressed a general belief in 
computers being more intelligent or reliable than humans: 

“Yes, so of course we trust because we are on the smart-
phone a lot and it has everything to do with computers. 
And that’s why I trust it because computers are usually 
smarter than people. So of course I trust, I use my cell 
phone 24/7 and it has everything to do with a computer. 
And that’s why, yes, of course.” (P07, female, aged 13-
14) 

While misconceptions of algorithms and AI-systems in particu-
lar have already been studied (e.g., revealing the automation bias 
[87]), our participants’ trust in the application is also infuenced 
by how stimuli and detection results were presented. To focus on 
our main goals and adhere to strict time constraints, we decided to 
not intentionally include false positives or false negatives, which 
would inevitably arise in a realistic environment of a detection 
app from time to time. The provision of indicators was an impor-
tant element in building trust and giving adolescents a sense of 
autonomy in their assessments, demonstrating the great potential 
of our indicator-based approach: “And there are also reasons. If you 
just say, yeah, it’s fake, you wouldn’t believe it so quickly because 
there are no reasons and I need reasons to know whether it’s fake or 
not.” (P11, female, aged 13-14) Indeed, many adolescents preferred 
independent thinking and viewed the app as a supplementary aid: 
“But for me, I would also rely more on myself and just search it again 
to see if I really know. After a while I would trust the app more.” (P03, 
male, aged 15-16) 

Envisioning consequences of mistakes. As a related concept 
to trust in the (simulated) algorithm, we gained insight into how 
participants were able to envision the consequences of the Misinfo-
App making mistakes. Again, this was biased by our study design 
which did not include mistakes of the app. Nevertheless, we can 
derive a general impression that our adolescent participants were 
overall aware of the app, algorithms, or more specifcally AI systems 
making mistakes: “Yes, every AI makes a few mistakes. ChatGPT 
has also made a few mistakes.” (P03, male, aged 15-16) In contrast, 
four out of 18 participants were sure that such systems would 
never make mistakes but would always function perfectly and a 
lot more precise than humans. When brainstorming about possible 
consequences of the app making errors, all 18 adolescents were 
confdent that it would not have severe consequences. We then 
informed our participants about the possibility of the system to 
make incorrect decisions and the resulting consequences. All in 
all, this again demonstrates the advantage of the indicator-based 
approach over purely algorithmic detection, where errors would 
be even more serious. 

Indicators versus binary feedback. In general, providing in-
dicators as comprehensible and useful explanations why a video 

contains misinformation has been received largely positively and 
seems to encourage trust and knowledge applicability to other 
content or platforms. Indeed, when asked more specifcally, the 
majority of participants liked the approach and considered it as a 
key component of the digital intervention. Their overall impression 
can be summarized as: “I would like to know why it is Fake News, 
that’s why I would have some tips about it.” (P10, male, aged 13-14) 
Only one participant did not like the efort and text-heavy presen-
tation and argued for binary labeling as fake or not, or at least for 
an option to toggle additional information. 

5 DISCUSSION 
In this study, we evaluated how comprehensible and useful indica-
tors for video-based misinformation can be applied to a smartphone 
app as a digital intervention to assist adolescents. In a twofold study 
design, we frst conducted a mixed-method user study including 
focus group discussions with adolescents and individual surveys 
to examine existing strategies in dealing with video-based mis-
information, complementing existing research [40], and to gain 
novel insights into the comprehensibility and perceived usefulness 
of indicators derived from literature. Building on those fndings, 
we then developed an indicator-based smartphone app prototype, 
and evaluated the applicability, chances and limitations of this ap-
proach in individual think-aloud sessions with adolescents. This 
allowed for the examination of in-depth fndings on adolescents’ 
needs and expectations. In addition, we derived overarching design 
implications for user-centered, transparent digital misinformation 
interventions for adolescents from the following detailed responses 
to the research questions (see Table 2). 

5.1 RQ1: How do adolescents evaluate 
misinformation indicators in terms of 
comprehensibility and usefulness? 

We found that our young participants were very capable of compre-
hending various types of indicators regarding diferent components 
of a TikTok video. They assessed the video itself, the tonality of 
spoken words, emotional sound and music of a video, the layout, 
content and message, the profle, reactions and interactions with 
a video, and the overall impression which is mainly based on the 
adolescents’ individual gut feeling (design implication (1), Table 
2). It was noteworthy how adeptly the adolescents were able to 
identify satirical content by referencing the comment section, the 
creator’s profle, or by relating the video to the music accompa-
nying it. As individuals who have grown up with advances in AI, 
our participants were very intuitive and natural in handling and 
recognizing manipulated images. Indeed, they were often able to 
autonomously name characteristics of manipulation such as video 
exposure or wrong details which they used as heuristics to assess 
a video’s credibility. These fndings support the notion that ado-
lescents and young adults, as digital natives, have a certain level 
of digital literacy and ability to use information competently, as 
suggested by some studies [30, 90]. 
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Table 1: Core contributions and fndings of the focus group discussions (Step 1) and think-aloud sessions (Step 2). 

Core Contributions Core Findings 
C1: Evaluate comprehensibility and perceived usefulness F1: Indicators on diverse levels (the video itself, layout, content and message, 
of video-based indicators profles, reactions and interactions, and overall impression) expand and con-

frm the perceptions of adolescents 
F2: Particularly characteristics of manipulated videos are used intuitively as 
indicators by adolescents 

C2: Implementation and qualitative evaluation of a smart- F3: Overall positive feedback on the indicator-based application and good 
phone app prototype as indicator-based misinformation understanding of its features 
intervention 

F4: Potentials for transferability of the extended knowledge and skills 
C3: Assessment of chances, challenges, and limitations F5: Transparency of the indicators for misinformation are a central reason 
of the indicator-based approach for the intervention’s positive assessment 

F6: The indicator-based approach comes with limitations like adolescents 
blindly trusting in the simulated algorithm and a lack of realistic concerns 
about the robustness of the intervention 

Table 2: Design implications for user-centered countermeasures targeting adolescents in dealing with misinformation. 

Design Implication Explanation 
(1) Promote self-refection Encourage users to critically evaluate content based on their own gut instincts and indicators. 

Encourage self-refection by including prompts such as “What does your gut say?” to motivate 
users to assess their feelings in terms of a stimuli’s credibility 

(2) Use comprehensive, transparent mis- Design interventions that provide comprehensive indicators across diferent components of 
information indicators video content (sound, layout, interactions, etc.) to allow for a well-founded assessment 
(3) Allow for personalization Allow users to customize the intervention according to their preferences to allow for individual 

circumstances, abilities and needs. This includes users who might be overwhelmed by text-heavy 
explanations and who require simple visual cues as well 

(4) Mitigate overconfdence Recognize that young users may be overconfdent in their ability to identify misinformation 
and design interventions to promote self-awareness and humility when in content evaluation 

(5) Consider user trust and clarify algo- Mitigate blind trust in algorithms by establishing a clear understanding of an algorithm’s 
rithm limitations limitations and potential errors. Encourage users to use the indicators as a tool to develop their 

own skills in evaluating information, thereby promoting a sense of autonomy 

Our fndings extend and confrm existing research on trust 
heuristics regarding VSPs content that have been clustered as “con-
venience, aesthetics, and tone” by Hassoun et al. [40]. Further, simi-
larly to the fndings of previous research [40], our participants par-
ticularly emphasized a high relevance of familiar creators for credi-
bility assessments, and in general revealed some socially-oriented 
concerns on what would happen if they did not recognize misin-
formation and shared it among their peers, reporting individual 
experiences. The potential of using source reliability as a key in-
dicator for evaluating online information was also demonstrated 
in a randomized controlled trial, where an intervention aimed at 
enhancing this ability improved the students’ capacity to distin-
guish between reliable and less reliable sources [69]. Thus, it is not 
surprising that our participants regularly opened the comments 
section of TikTok videos before deciding if the content is misleading 
or not. 

While existing adolescent evaluation strategies in relation to 
the content of VSPs have been studied qualitatively [40], we build 
on these fndings by supporting the need for shared sense-making 
through indicators in the domain of ‘reactions & interactions’. How-
ever, we stressed that these indicators should always be used in 

conjunction but with others that extend the view on characteristics 
which are detached from other users’ assessments and potential 
manipulations. 

5.2 RQ2: How can indicators be applied to a 
smartphone app as a digital misinformation 
intervention to assist adolescents on 
TikTok? 

Building on those fndings, we developed a prototype smartphone 
app as an indicator-based misinformation intervention and gained 
in-depth insights in individual user study sessions. Overall, the 
comprehensive approach of integrating misinformation indicators 
across diferent components of a video was found useful by our 
participants (design implication (2), Table 2). The majority of par-
ticipants saw value in the approach for themselves or other TikTok 
users of their age, especially because of the transparent indicators 
and the freedom of choice that this preserves. In contrast to more 
technical approaches that use machine learning methods to auto-
matically detect misinformation [e.g., 82, 94], this approach enables 
transparency and allows for self-deliberation, and may be a suitable 
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extension to follow after automatic detection via machine learning. 
The positive assessment of the adolescents is consistent with other 
research, suggesting that users generally prefer comprehensible 
explanations to binary labelling approaches [51]. In this context, 
comprehensibility is thought to play an important role in build-
ing trust [16]. The positive assessment of this approach aiming 
at improving media literacy is consistent with other studies that 
display the potential of media literacy as a means of combating 
misinformation on social media [84, 93]. However, when aiming to 
improve media literacy, it is important to remember that this relies 
on the rationality of the individual [17]. Particularly for younger 
people, “online information processing is fundamentally a social 
practice” [40], which can potentially confict with rational analysis 
of information accuracy. 

Furthermore, our approach is not entirely immune to the prob-
lem that young people may feel patronized by interventions aiming 
at enhancing media literacy and that their digital skills are not 
taken into account - an issue that has been raised in previous re-
search [40]. In our fndings, this is most evident in the additional 
user groups suggested. For example, some of our participants see 
older or very young people as users who could particularly beneft 
from the approach, rather than themselves because of their already 
developed skills in identifying misinformation. The varying skill 
levels observed in adolescents, alongside their reported diferent 
preferences (e.g., regarding the amount of text-heavy explanations 
of the indicators) also suggest that incorporating personalization 
into digital interventions may alleviate such concerns (design im-
plication (3), Table 2) – an approach that has shown promise in 
other areas of critical information handling [3, 29]. 

Moreover, our results displayed the balancing act that young 
people face in their role as judges of misinformation, especially 
with regard to video-based content. On the one hand, because they 
are ’digital natives’, they are called upon as experts, especially by 
older relatives, to clarify the trustworthiness of videos. Our quali-
tative insights regarding the evaluation of TikTok videos indeed 
refect a certain competence, especially with regard to manipulated 
videos. On the other hand, our study shows that in some cases 
even young people who are confdent in their abilities are not able 
to recognize misinformation on their own and may beneft from 
(technical) support due to the complex and multifaceted misleading 
potential of the videos. The concept of ’overconfdence’ in assess-
ing media content may therefore also apply to adolescents in our 
context, as they repeatedly stated that they saw potential in such an 
indicator-based app, especially for other people (design implication 
(4), Table 2). Such overconfdence and general overestimation of 
digital skills in adolescents and young adults has been explored in 
other studies [19, 63, 70, 96] and is partly explained by a lack of 
critical thinking [68]. Furthermore, the level of self-efcacy in ado-
lescents was suggested as a crucial factor for both checking sources 
and refraining from sharing unreliable information [67]. Overall, 
our study indicates signifcant potential for mutual learning by 
co-designing studies with young people, which can also beneft 
other user groups such as older adults. 

5.3 RQ3: How do adolescents perceive chances 
and limitations of an indicator-based digital 
misinformation intervention? 

Our qualitative fndings reveal opportunities for an indicator-based 
approach to provide useful support in dealing with misinformation. 
However, they also reveal limitations and challenges. For example, 
our approach shows potential for an automation bias that encour-
ages blind trust in (e.g., AI-based) algorithms [87]. Only few of our 
participants showed healthy skepticism about the capabilities and 
limitations of the technical tool. In particular, it was noted that 
there was little understanding of the serious consequences of an 
incorrect output from the application. While this potential for blind 
trust in automation has been suggested [87], other studies have also 
shown skepticism towards automated systems [4, 52]. Thus, the 
clear lack of skepticism in the sample of adolescents in our study 
suggests a potentially high level of vulnerability (design implication 
(5), Table 2). This makes it all the more important to use transparent 
approaches when helping adolescents to deal with misinformation, 
rather than relying solely on automatic detection with subsequent 
binary labelling [e.g., 11]. An indicator-based approach can, to 
some extent, counteract this risk by further challenging the partici-
pants’ own thinking. Our qualitative fndings ofer initial insights 
into potential opportunities for the applicability of the indicators 
to new videos and the transferability of knowledge and skills to 
platforms beyond TikTok. 

5.4 Limitations and Potential for Future Work 
Our study has some limitations and potential for future work. First, 
quantitative evaluation of the efectiveness of the indicator-based 
approach in real-world usage is still needed to investigate if there 
is a long-term learning efect of applying indicators and if this 
approach prevents misinformation sharing. It is not the aim of our 
study to identify statistically signifcant efects, such as reducing 
the sharing of misinformation. This has been addressed in other 
studies [9, 20] and remains worthy of investigation in the context 
of video-based content for future research. It will be interesting to 
monitor whether the integration of the app via the share button is 
accepted by users in everyday life compared to a direct integration 
within TikTok, and how the approach is perceived in a practical 
usage scenario where the app’s output is occasionally incorrect, 
and the app’s consultation is useful for a limited number of videos. 
Second, evaluating the approach with a larger sample of videos 
might provide additional insights and could be combined with 
the suggested quantitative study design for future research. Third, 
our prototype is based on a simulation regarding the detection 
of misinformation and the detection of the individual indicators. 
Digital misinformation interventions often rely on a successful prior 
decision (automatic or manual) as to whether a piece of information 
contains misinformation. Prefltering whether a social media post 
contains misinformation is a non-trivial task and a problem that has 
been the subject of research in recent years [82, 94], especially in the 
feld of machine learning. Displaying our indicators by default on all 
videos would lead to an excessive number of false positives and is 
therefore not appropriate. Future work could evaluate the approach 
fully implemented with state-of-the-art detection techniques for 
pre-fltering. In our user studies, we observed a group of young 
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people with diferent levels of learning abilities, ranging from very 
young adolescents (13 years old) to 16 year-old adolescents. By 
including an entire school class in combination with participants 
from a youth center, biases towards a special interest in technology 
could be well balanced and the sample size is also well in line 
with the usual measures of qualitative studies [21]. Nevertheless, it 
would be interesting for future studies to - fourth - include a larger 
sample, e.g., to expand the age range of the subgroups. The use of 
TikTok is restricted to individuals over the age of 13, but there is 
no defned upper limit. People in older age groups are discovering 
TikTok for themselves, wich makes them a particularly interesting 
group of participants for studies. 

6 CONCLUSION 
Through our mixed-methods user study with 39 adolescents, we 
qualitatively evaluated the potential and limitations of an indicator-
based misinformation intervention for TikTok as a core VSP. 

We advance misinformation research by applying existing knowl-
edge about indicators and controversially discussed media literacy 
interventions to the very current modality of short-videos. Thereby, 
we adopt the user perspective of adolescents as a particularly rele-
vant user group. We generate novel insights into the opportunities, 
challenges, and limitations of indicator-based misinformation inter-
ventions. Our core contributions and fndings are (C1) evaluating 
the comprehensibility and perceived usefulness of video-based in-
dicators to (F1) fnd how indicators on diverse levels (e.g., the video 
itself, profles, and interactions) expand and confrm the percep-
tions of adolescents, and (F2) highlight how the identifcation of 
characteristics of manipulated videos is an intuitive approach pur-
sued by adolescents. Further, we (C2) implemented and evaluated a 
smartphone app prototype as indicator-based misinformation and 
received (F3) an overall positive feedback on the approach and a 
substantive understanding of its features, and identifed (F4) po-
tentials of transferability to new content. Lastly, we (C3) assessed 
opportunities, challenges, and limitations of the indicator-based ap-
proach and found that (F5) it was particularly well received in terms 
of transparency, while it (F6) carries limitations, such as missing 
realistic concerns about the robustness of the intervention. On a so-
cial level, our fndings underscore the balancing act of adolescents 
being regarded as digital experts to evaluate social media content, 
but also being vulnerable to the complex landscape of (video-based) 
misinformation. 
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A INDICATORS FOR MISINFORMATION 

Table 3: Indicators for Misinformation as derived from literature and represented in Step 1 and 2. 

Category 
Indicator/Clue Examples Sources 

Representation in Step 1 Representation in Step 2 
Spoken words 

video (= any motion 
or static pictures dis-
played in front or 
background) 

Sound / Music 

Tone of voice of the speaker evokes 
strong feelings like anger or fear 
Facial expression / Body language 
evokes strong feelings 

Strong emotions: Through tone of voice, 
facial expression, or body language, the 
person shows strong feelings or evokes 
strong feelings in you (e.g., anger or fear). 

e.g., shouting or crying 

e.g., angry or sad face 

[15, 24, 83] 

[15, 24, 83] 

Filter is misleading 

Manipulated Images 

Edited images: Details in the video look 
strange (e.g., lighting). Or, a flter in the 
video (such as a distorted face or voice) 
makes the video look diferent than it is. 

e.g., appearance or voice 
sounds like child but is 
adult 
e.g., something seems of, 
inaccurate representation 
of fngers 

[13, 31, 43, 
50] 

[13, 31, 43, 
50] 

Origin / Time stamp of video is outdated 
or in wrong context 

Origin of sound is outdated or in 
wrong context 

Wrong context: Outdated or mismatched 
sound. 

e.g., video of military pa-
rade is displayed with de-
scription regarding ongo-
ing war 
e.g., gun shots are played 
but do not belong to the 
video 

[13, 43, 80] 

[13, 43] 

Sound / Music evokes strong feelings Music or sound: The sound or music in 
the background evokes strong feelings 
(e.g., anger, fear). 

e.g., emotional balades [40] 

Layout Attention grabbing through color / 
capitalization / emoticons etc. 

Attention grabbing layout: Colors, capi-
talization or emoticons are used to attract 
attention. It looks unserious. 

e.g., red bold letters [24, 36, 89] 

Difcult to take seriously due to 
spelling / grammatical errors 

Hard to take layout seriously. E.g. spelling 
mistakes or grammatical errors (e.g. in the 
video description) look unserious. 

e.g., wrong punctuation or 
spelling 

[24, 40, 83] 

Content / Message In the video / picture / text / audio 
conspiracy theories are named 

Conspiracy Theories: This is a common 
conspiracy theory that has been dis-
proved by many fact checkers. 

e.g., #simulationtheory [37] 

Opinion only without a serious source Missing sources: Only an opinion is 
named without giving serious sources. 

/ [40, 44, 80, 
83] 

(not yet included) Humorous or ironic presentation: The 
video is not serious or making fun of 
things. 

/ [83] 

Profle Strange or suspicious interests / be-
liefs in profle description / name / 
picture 

Suspicious profle: The profle description, 
name, or profle picture seem strange or 
suspicious (e.g., lots of hateful or conspir-
atorial videos). 

e.g., lots of hateful or con-
spiratorial videos 

[13, 40] 

Reactions / Interac-
tions 

There is a lot of questioning or refut-
ing in comments 

The comments on the video are dis-
abled 

Reactions to the video: The video is chal-
lenged or refuted in the comments. Or: 
Comments on the video are disabled. This 
prevents other people from disagreeing 
with the video. 

/ 

/ 

[13, 40] 

[46] 

Overall impression Strong negative or positive feelings 
are evoked 

Gut feeling says the story is hard to 
believe overall 

Gut feeling: Is the story overall hard to 
believe? Do the arguments make sense? 
Does it ft with what you know about the 
subject? Do you know and trust the per-
son? 

/ 

/ 

[24, 40, 83] 

[83] 
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B STUDY PROCEDURES AND ITEMS APPLIED 
IN STEP 1 AND 2. 

B.1 Detailed Study Procedure of Step 1 
• Introduction, informed consent and collection of demographic 
information. Start of audio recording. 

• (Repeated for all fve videos:) Showing the TikTok video. 
Participants were always given the opportunity to watch the 
video again or to view additional information, such as the 
creator’s profle, the video description, or comments from 
the video. 
– Individual paper survey on general questions about the 
video: 
• Do you know this video or a similar video on this topic? 
(yes, no, other) 

• Do you believe the content of the video is true or false?” 
(not at all true / not very true / somewhat true / very 
true) 

• How exactly do you come to that conclusion? What did 
you pay attention to? (free-text format) 

– If the video contained misinformation: 
• Participants were then given the following statement 
by the researcher “Imagine that an algorithm (i.e., a 
computer program) has determined that the information 
is likely to be misleading or false. Also, an algorithm has 
automatically found the following cues. These are meant 
to help you understand that the content of the video is not 
true. We will now go through them one by one.” 

• Group discussions about how they understood each 
cue and whether they found it useful. This clarifed 
whether the participants had actually understood the 
cue correctly. 

– If the video contained only true information (one of the 
fve videos): 
• Participants were then given the following statement 
by the researcher “Imagine that an algorithm (i.e., a 
computer program) has determined that the information 
is likely to be true.” 

– The researcher gives a fnal clarifcation about the truth-
fulness of the video. 

• After following the procedure for all fve videos, we pre-
sented three additional indicators that were not included in 
the selected videos but still seemed promising to evaluate. 
Again, the participants rated their comprehensibility and 
usefulness in group discussions. 

• Final questions were asked orally to the group of partici-
pants: 
– What did you think of the cues overall? 
– Was something missing? 
– Do you have any additional comments or questions? 

• Audio recording is stopped. 

B.2 Detailed Study Procedure of Step 2 
• Introduction and informed consent. Start of audio and screen 
recording. 

• Demonstration of the think-aloud procedure 
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• The participant was handed an Android smartphone with 
the TikTok simulation open and was verbally given the fol-
lowing cue: ”Please imagine you are on TikTok and this is your 
ForYou page. You can click or swipe anywhere, you can’t break 
anything.” 

• Watching the frst video for as long as they wanted and 
opening the comments, video description, or profle if they 
wanted to. 
– The participant was asked to share the video with the 
Misinfo-App and have it checked to see if it was true 
or false. The participant then had as much time as they 
wanted to look at the result of the Misinfo-App. 

– The participant then returned to the simulated ForYou 
page and could swipe to the next video. 

• Repeating for all four videos. Then leaving the Misinfo-App 
and TikTok simulation and changing to an online survey: 
– System Usability Scale (SUS) 
– Demographic questions 

• Verbally asking additional questions for in-depth insights: 
– Do you think the Misinfo-App can help you or others (e.g. 
younger siblings or an older neighbor) to spot misinfor-
mation or not? Why (not)? 

– Would you use the Misinfo-App? Why (why not)? 
– How would you change the Misinfo-App so that you or 
others would want to use it? 

– The Misinfo-App aims to automatically recognizes when 
information is false. It also gives you tips on how you 
could spot it yourself. Do you need these tips at all, or is 
it enough just to say: This video is fake? 

– The detection if a video is misinformation has been done 
by an algorithm (i.e., a computer program) within the 
Misinfo-App. Do you trust the Misinfo-App? Why (not)? 

– Can the Misinfo-App make mistakes? 
– What would happen if the Misinfo-App made mistakes? 

• Recording is stopped. 

B.3 Adapted System Usability Scale (SUS) 
The SUS was adapted to young people aged 13 to 16 following 
Putnam et al. [71]. 

• I think that I would like to use the Misinfo-App frequently. 
• I was confused may times when using the Misinfo-App. 
• I thought the Misinfo-App was easy to use. 
• I think I need help from my parents or siblings to use the 
Misinfo-App. 

• I always felt like I knew what to do next when using the 
Misinfo-App. 

• Some of the things I had to do in the Misinfo-App did not 
make sense. 

• I would imagine that most people my age would learn to use 
the Misinfo-App very quickly 

• I felt the Misinfo-App was cumbersome to use. 
• I felt very confdent using the Misinfo-App. 
• I needed to learn a lot of things before I could get going with 
the Misinfo-App. 
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B.4 Coding Scheme and Stimuli for Steps 1 and 2

Table 4: Coding scheme of Step 1 and 2 including codes and themes at diferent levels. 

Themes Level 1 Themes Level 2 Codes Level 1 Codes Level 2 

Indicators / Strategies 
Literature-based indicators Perceived usefulness of Comprehensibility 

of Limitations of 

Video 
Sound & music 
Reactions & interactions 
Profle 
Content & message 
Layout 
Spoken words 
Overall impression 

Autonomous assessment strategies Indicators for misinformation 
Indicators for credible videos 

Applicability of the indicator-based 
approach 

Usability of the misinformation intervention 

Perceived usefulness 

Barriers of usage 

Personalization as mitigation 

Efort 
Complexity 
Not relevant 

Proposed user groups 
Adolescents 
Other users 
Other platforms 
Responsibility and confdence 

Chances and Limitations of the 
indicator-based approach 

Expected learning and applicability 
Applying indicators 
Changes in credibility assessment 

Transparency 
(Blindly) trusting in the algorithm 
Imagining consequences of mistakes 
Indicators versus binary feedback 

Table 5: Detailed description of videos used as stimuli in Steps 1 and 2. 

Video Pets Video Trump Video Weather Video Clouds Video Trains 
Description Misinformation: A Tik-

Toker expresses anger and 
frustration at the alleged 
call by the climate move-
ment Fridays for Future 
to ban and euthanize pets 
that weigh over 10kg. The 
face of the Tiktoker is very 
close to the camera and 
superimposed on the video, 
allowing distinctive facial 
expressions to be easily 
recognized. 

Characteristics 
Evokes strong feelings �○ �○
(voice, face, body) 
Manipulated images �○
Wrong origin or context �○
Evokes strong feelings �○ �○
(music, sound) 
Attention-grabbing layout �○ �○
Dubious layout �○
Conspiracy theory �○
Opinion, missing source �○ �○ �○
Humorous/ ironic/ sarcastic �○ �○ �○ �○
Suspicious profle �○ �○
Comments/ reactions ○� ○�
Gut feeling: strong emotions ○� �○ �○ �○
Gut feeling: hard to believe ○� �○ �○ �○

Deep fake: In the back-
ground there are images 
created by means of deep 
fake that supposedly show 
ex-US President Donald 
Trump in prison. In the 
foreground, a TikToker is 
shaking their head to ironi-
cally express their disbelief 
while rap music is playing. 

Misinformation: A Tik-
Toker comments on the 
comparison of two weather 
maps, with one map in 
shades of green and the 
other in shades of red for 
identical temperatures. 
He sees this as an alleged 
manipulative attempt by 
the media to overstate 
global warming. Dramatic 
music is playing. 

Satire: The TikToker makes 
fun of common conspir-
acy theories by pointing 
in the video to clouds that 
block out the sun and have 
an allegedly unusual shape. 
In this he recognizes an 
alleged conspiracy of the 
pharmaceutical and solar-
ium industry. Bright graph-
ics and inscriptions are also 
added to the video. 

True news: A presenter re-
ports on the sabotage of 
railway cables on the Tik-
Tok channel ‘Funk’, which 
is operated by two German 
public broadcasters. An of-
screen voiceover reads out 
a statement by the Minister 
of the Interior on the sub-
ject. 

Link Has been deleted Has been deleted Link Weather 3 Link Clouds 4 Link Train 5

3 anonymized due to privacy of creator
4 https://www.tiktok.com/@inspecta.wack/video/7216618291282840838?is_from_webapp=1&sender_device=pc&web_id=7244433874452071962
5 https://www.tiktok.com/@funk/video/7161386786265124101?is_from_webapp=1&sender_device=pc&web_id=7244433874452071962

https://www.tiktok.com/@inspecta.wack/video/7216618291282840838?is_from_webapp=1&sender_device=pc&web_id=7244433874452071962
https://www.tiktok.com/@inspecta.wack/video/7216618291282840838?is_from_webapp=1&sender_device=pc&web_id=7244433874452071962
https://www.tiktok.com/@funk/video/7161386786265124101?is_from_webapp=1&sender_device=pc&web_id=7244433874452071962
https://www.tiktok.com/@funk/video/7161386786265124101?is_from_webapp=1&sender_device=pc&web_id=7244433874452071962
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