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Abstract

Misinformation presents a challenge to democra-

cies, particularly in times of crisis. One way in

which misinformation is spread is through voice

messages sent via messenger groups, which

enable members to share information on a larger

scale. Gaining user perspectives on digital mis-

information interventions as countermeasure

after detection is crucial. In this paper, we extract

potential features of misinformation in voice

messages from literature, implement them within

a program that automatically processes voice

messages, and evaluate their perceived useful-

ness and comprehensibility as user‐centered
indicators. We propose 35 features extracted from

audio files at the character, word, sentence, audio,

and creator levels to assist (1) private individuals

in conducting credibility assessments, (2) govern-

ment agencies faced with data overload during

crises, and (3) researchers seeking to gather

features for automatic detection approaches. We

conducted a think‐aloud study with laypersons

(N = 20) to provide initial insight into how indivi-

duals autonomously assess the credibility of

voice messages, as well as which automatically

extracted features they find to be clear and

convincing indicators of misinformation. Our

study provides qualitative and quantitative in-

sights into valuable indicators, particularly when
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they relate directly to the content or its creator,

and uncovers challenges in user interface design.

K E YWORDS

countermeasure, disinformation, fake news, misinformation,

user intervention, voice messages

INTRODUCTION

Recent crises, such as the Russian–Ukrainian conflict and the COVID‐19 pandemic,

have highlighted the impact of an excess of both reliable and incorrect information,

particularly on social media and messaging platforms such as Telegram. Managing

this substantial volume of information poses a challenge for governmental policies

and societies that are resilient in times of crisis. Indeed, misinformation has the

potential to deceive, lead to polarization (Levendusky, 2013; Osmundsen et al., 2021),

manipulate elections (Kalsnes, 2018), and thus pose a challenge to democracy. In

alignment with previous studies (Almaliki, 2019; Chen et al., 2022; Li et al., 2022; Wang

et al., 2019), the term misinformation will be employed as a comprehensive umbrella

term that encompasses both intentionally fabricated deceptive information (“dis-

information” or “fake news”) and unintentionally generated misleading information

(“misinformation”).

Much research has been conducted on the benefits of social media in disruptive

situations, as it functions as a vital information channel (Gui et al., 2017). However,

content posted on social media platforms (such as TikTok videos or posts on X

[formerly Twitter]), and voice messages sent through messaging applications like

Telegram or WhatsApp, often contribute to the dissemination of misinformation both

during crises and in day‐to‐day life (Ng & Loke, 2021). Indeed, misinformation in voice

messages, particularly within popular messenger apps, such as Telegram and

WhatsApp, has emerged as prevalent and concerning phenomena (El‐Masri

et al., 2022). With messengers implementing the feature of sending and receiving

voice messages (e.g., WhatsApp, 2013), it is now an extensively used feature for a

majority of users (El‐Masri et al., 2022; WhatsApp, 2022). As text, images, and videos,

voice messages are a common format to spread misinformation (Resende et al., 2019).

For example, in April 2020, a WhatsApp voice message sharing misleading

information about the anticipated death tolls due to COVID‐19 and subsequent

medical response in the UK circulated.1 Indeed, the audible nature of voice messages

with its opportunity to demonstrate and evoke emotions through comes with unique

implications for misinformation spread (El‐Masri et al., 2022). Given the widespread

use of the specific format of voice messages and the potential impact on public

perception, it is crucial to develop effective countermeasures for maintaining

information integrity and fostering a more informed digital society, mitigating the

consequences of misleading and false information. The appropriate handling of

misinformation in voice messages is significant from various standpoints. First, as

messenger users, individuals are presented with a multitude of information and face

the task of discerning accurate information from misinformation. Especially in

uncertain periods, such as during crisis situations, for example, floods, affected

persons, and helpers seek answers in public messenger groups, thus increasing their

susceptibility to fake news. On the other hand, official authorities and decision makers

encounter the challenge of identifying and rectifying rumors and misinformation
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rapidly, particularly in times of crisis. Technical approaches can assist with managing

the abundance of information. The user‐centered development and evaluation of

technical interventions is noteworthy from both a public policy and Human–Computer

Interaction (HCI) research viewpoint.

The ability to share information across messenger groups enhances the pace of

information dissemination (Davies, 2020). The use of speech can convey emotions

that may unintentionally cause individuals to propagate false information. Moreover,

Wallbridge et al. (2021) have illustrated that individuals tend to pay more attention to

the method of delivery rather than the content itself. This work adds to existing

findings on misinformation in text by emphasizing and addressing the significance of

misinformation in voice messages as a prevalent phenomenon, facilitating the

education of individuals on characteristics to evaluate the trustworthiness of voice

messages. The goal of this study is to expand the present research in public policy by

creating a proof‐of‐concept digital intervention as a technological solution after

(manual or automatic) detection with the potential to enhance users' media literacy,

and obtaining qualitative and quantitative user‐centered feedback on its comprehen-

sibility and usefulness. Addressing users' need for transparency in interventions

(Kirchner & Reuter, 2020), we concentrate on using comprehensible indicators as cues

for misinformation in the evaluation of voice messages. Indicator‐based interventions

have already been developed and discussed for other modalities, such as text

(Martino et al., 2020). Hence, we will extend these interventions to voice messages,

taking into account their unique attributes such as tonality and speech rate. With voice

messages as a common way of communication for users of all ages, we look at it from

the perspective of both government agencies and private individuals. We researched

the existing literature on the characteristics of misinformation in both written and

spoken language to gain insight into the attributes of voice messages that could

indicate misinformation. Additionally, we created a digital intervention as a proof‐of‐
concept that automatically identifies multiple features in voice messages as possible

indicators of misinformation. To gain insight into the potential usefulness of various

features as indicators of voice message credibility for users, a user study was

conducted using the think‐aloud method.

We enhance public policy and HCI research by utilizing the promising existing

knowledge of indicator‐based interventions, which link media literacy enhancement

and technological solutions after automatic or manual detection of misinformation,

and applying them to the modality of voice messages as a modality with unique

misleading potential. This approach is relevant for the design principles of policy

frameworks and can be crucial for public authorities and private users, particularly in

relation to public messenger groups. Our study provides initial insights into the

perception of the approach by a diverse group of private users. There is potential for

future research to extend these findings to practitioners from public authorities. Our

main contributions (C) and findings (F) consist of (C1) a systematic identification of

voice message features that may serve as potential indicators of misinformation. We

(F1) identified 35 specific features on levels of characters, words, sentences, audio,

and creators. Additionally, (C2) we developed a proof‐of‐concept misinformation

intervention based on these indicators as a potential media literacy‐enhancing
technological solution and public policy response to the misinformation challenge,

and (C3) assessed the perceived comprehensibility and usefulness of numerous

features for laypersons listening to voice messages, which revealed that (F2) features

directly linked to the content or creator are deemed particularly useful, as opposed to

more abstract attributes of the voice message. The study also highlights (F3) the
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challenges and limitations of the indicator‐based approach for voice messages,

specifically regarding its presentation to users.

RELATED WORK

Our research adds to the body of research on digital, user‐centered interventions that

combat misinformation by promoting transparency and comprehensibility, thereby

enhancing media literacy as a public policy response to the misinformation challenge.

Related work has already demonstrated the significance of misinformation in social

media, particularly during crises. Initial technical support approaches for dealing with

this phenomenon have been developed and evaluated. Indicator‐based approaches

are a particularly promising option for enhancing media literacy. In accordance with

other researchers, in this work we define media literacy as the ability to decode,

evaluate, analyze, and produce both print and electronic media, that is, to have

internalized a sense of “critical autonomy” in dealing with all media (Aufderheide,

1993). In the following, we discuss the relevance of misinformation in social media for

public policy and how it motivates our work (see Section 2.1). We further review

related work that addresses a demand of current research for technological solutions

that facilitate media literacy (see Section 2.2), and literature on features of

misinformation regarding both text and audio, serving as a basis for our indicator‐
based approach (see Section 2.3). We add to related findings by developing a proof‐of‐
concept misinformation intervention for the assessment of voice messages based on

the identified features and evaluating its user‐centeredness as a technological

solution.

Public policy perspective on misinformation

Social media is indispensable for information exchange during daily life. It comprises

providers like Facebook, X (formerly Twitter), Instagram, and TikTok, among others,

but also messaging apps like Telegram with 700 million and WhatsApp with 2 billion

active users monthly in 2023 (Statista, 2023). Not only in everyday life but also in

crises such as floods or pandemics, social media is crucial for both individuals and

authorities (Clark et al., 2024), facilitating attempts to improve safety and security

(Reuter & Kaufhold, 2018). The research field addressing social media during crises is

often referred to as crisis informatics (Hagar, 2006; Palen et al., 2007) and combines

findings from various disciplines such as computer science, HCI, social science, and

political science. As an important subdiscipline, public policy and administration

(Hildreth et al., 2007) investigates implementations of policies for public services like

emergency services (Reuter, 2022). Indeed, governments and authorities are now

increasingly confronted with the usage of information technologies including social

media, for example, when aiming to engage with citizens during crises. While there

are different theories on the relationship between technology and public policy and

administration, the sociotechnological theory is most commonly used (Reddick, 2012).

It denotes the interrelation of social and technical aspects, meaning that technological

progress, organizational needs, and individuals' attitudes shape the utilization of

information technology within an organization, thereby impacting social change

(Reddick, 2012; Reuter, 2022).

While crisis informatics and related research fields have pointed out the

advantages and potentials of social media, it comes with several challenges and
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risks as well (Kaufhold et al., 2019). The rapid information access, large amount of

data, and (supposedly) anonymity pose a challenge to assess credibility and recognize

misinformation. This applies to individuals as well as officials like crisis managers

who create and analyze content (Imran et al., 2017). For instance, messaging apps with

public channels do not only facilitate aid networking during crises but also face

criticism for permitting unrestricted spread of conspiracy theories and propaganda

(Gunz & Schaller, 2022; Herasimenka et al., 2023). Governments around the world

have identified misinformation as a serious threat to national security, prompting calls

for regulation of internet technologies (Jackson, 2021; Schulte & Pickard, 2020).

Disinformation campaigns, for instance, those launched by Russia and China in

relation to the COVID‐19 pandemic (Brovdiy, 2020), impact international diplomatic

relations, foreign policy, but also other sectors such as security policy and health

policy. As a consequence, governments aim to strengthen confidence in their

statements and empower citizens to recognize accurate information (Connolly

et al., 2019). Komendantova et al. (2023) use the example of the migration discourse

to explain the connection between misinformation and policymaking in that

misinformation leads to a false public representation of an issue. The general public,

who can participate in and influence legislation in various ways, is then prevented

from adopting positions grounded in evidence‐based decisions due to the inadequate

information landscape. Synthesizing knowledge from misinformation research and

public policy can be considered a crucial step towards “informed recommendations to

[…] public administrators” (Connolly et al., 2019, p. 1). There are three main demands

for policy responses to the misinformation challenge in social media identified and

discussed in literature, to which our work strongly picks up on: (1) enhance users'

media literacy skills, (2) promote technological solutions and self‐regulation by

platforms, and (3) impose liability laws on platform operators to remove false or

misleading content (Medeiros & Singh, 2020; Schulte & Pickard, 2020; Tambini, 2017).

Our work aims to specifically offer support to public policy approaches targeting

media literacy and platform‐specific technological solutions by investigating an

integration of both. To achieve this, we apply an indicator‐based approach that uses

characteristics of misinformation in voice messages to assist users in making

informed decisions about credibility. In the following, we give an overview on related

research on indicators of misinformation that highly motivated our work.

Indicator‐based misinformation interventions

Developing effective measures to combat misinformation is challenging, both from a

political perspective as well as from an HCI perspective. Nonpunitive policy interventions

that enhance users' media literacy skills as technological solutions that may be applied as

self‐regulation by platforms (Medeiros & Singh, 2020; Schulte & Pickard, 2020;

Tambini, 2017) are deemed more appropriate than policy approaches that are mainly

limited to sanctions and carry the risk of collateral censorship because platform operators

are incentivized to excessively delete content to avoid penalties (Balkin, 2017). This is

relevant also from a user perspective as users strongly prefer explainable handling of

misinformation over simply deleting or flagging content without explanations (Kirchner &

Reuter, 2020). Due to its user‐centered and potentiallymedia literacy‐enhancing nature, this

approach may be incentivized through policy in a liberal democracy and has been

emphasized as a necessary step to “prevent overzealous regulation of speech platforms by

the government” (Medeiros & Singh, 2020, p. 288), for instance, in India. While it is

insufficient if taken separately as a focus on purely technical solutions neglects societal
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factors (Medeiros & Singh, 2020), digital misinformation interventions are developed to

complement critical journalism and media literacy education in schools. Technological

solutions can take various forms (Hartwig et al., 2023) and differ in their suitability to

address the demands for policies encouraging media literacy and laws on platforms,

including digital interventions that display a warning or correction next to disputed content

without hiding the misinformation itself (Bhargava et al., 2023), default nudges to promote

critical thinking for all social media posts (Bhuiyan et al., 2018), or machine‐learning‐based
approaches that automatically identify misinformation and delete or hide it (Shu

et al., 2017b). In this work, we pick up on the idea of postdetection decisions from a user

perspective or an approach detached from detection (e.g., via default nudge to encourage

reflection). Research suggests that transparency is crucial when aiming to establish trust

among users in digital interventions (Kirchner & Reuter, 2020) and minimize reactance or

other backfire effects (Nyhan & Reifler, 2010)—this strongly motivated our work.

Addressing policies to encourage media literacy, efforts have been made to

develop digital interventions encompassing the user‐centered display of indicators as

comprehensible characteristics of misinformation to offer a guidance in autonomous

assessment strategies while promoting critical thinking and trust (Bhuiyan et al., 2021).

For instance, Bhuiyan et al. (2021) take up the idea of indicators by investigating their

utilization like information about the author of social media posts from the perspective

of journalists and news consumers. Indicators for the credibility of social media posts

have been investigated regarding utility and user preferences for visualization,

revealing positive feedback as long as the display of indicators was rather simple

(Grandhi et al., 2021). Indeed, research has demonstrated that indicators as user

feedback can enable the development of own assessment skills (Schmid et al., 2022),

reduce uncertainty (Grandhi et al., 2021), and fit pre‐existing mental models and

practices of users (Sherman et al., 2021). The vast majority of research has focused on

textual content like posts on X or Facebook (Hartwig et al., 2023), and some extend to

images and videos (Bhargava et al., 2023; Hartwig et al., 2024; Sherman et al., 2021).

For example, Sherman et al. (2021) identified the source of information as key

indicator when assessing different types of content, including fake videos. Hartwig

et al. (2024) similarly examine the perceived usefulness and comprehensibility of

misinformation indicators in TikTok videos within a simulated smartphone app.

Messaging apps like WhatsApp and Telegram offer the possibility to share voice

messages in private conversations and (public) channels, encompassing an additional

prevalent modality of information that nonetheless is confronted with misinformation.

Research in (indicator‐based) interventions has examined that context less exhaus-

tively, however providing some related studies that guided our approach. For

instance, Burgoon et al. (2003) use the audio modality to identify characteristics of

deceptive speech from discourse, examining both asynchronous (e.g., text chat) and

synchronous (e.g., face‐to‐face) forms of communication, and Maros et al. (2021)

analyzed misinformation in voice messages and identified indicators we build upon.

In the following, we will present research that tackles features of misinformation in

various modalities and led to the categorization of characteristics of voice messages

guiding our approach (see Appendix A).

Features of misinformation in text and audio

To develop indicator‐based misinformation interventions aiming to encourage media

literacy within a technical solution after manual or automatic prefiltering, it is

necessary to form a knowledge base on typical characteristics of misinformation. Our

6 | HARTWIG ET AL.
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work focuses on the context of misinformation in voice messages—thus in the

following we discuss related research on features of the audio modality that informed

our work. As the research landscape of textual content is by far more exhaustive and

may be applicable to voice messages when using their transcript, we will further

consider insights on textual features. Characteristics of misinformation discussed in

related work helped us derive an overview of those potentially applicable to voice

messages (see Appendix A) as a foundation for our technical implementation.

Text features

Considering text features for misinformation detection also involves exploring related

research areas (Shu et al., 2017b). These include authorship recognition (Abbasi &

Chen, 2008; Afroz et al., 2012; Zheng et al., 2006), deception detection (Afroz et al., 2012;

Feng et al., 2012; Rubin & Lukoianova, 2015), clickbait detection (Chakraborty et al., 2016;

Potthast et al., 2016; Shu et al., 2017b), and hyperpartisanship detection (Potthast

et al., 2017).

For instance, people spreading misinformation might alter their writing style to avoid

attribution. Authorship recognition and deception detection analyze style changes to

uncover the original author (Zheng et al., 2006). Zheng et al. (2006) classify writing‐style
features into lexical, syntactic, structural, and contentspecific categories for authorship

recognition. They seek features that remain consistent across texts from the same writer.

Building on that and alongwith insights from deception and authorship studies (Brennan &

Greenstadt, 2009; Burgoon et al., 2003; Hancock et al., 2008), Afroz et al. (2012) investigate

deceptive writing style. The study demonstrates that deceit detection benefits from

contentrelated and noncontentrelated aspects, including authorship mimicry and masking.

Feng et al. (2012) concentrate on deception detection, particularly in product reviews. Their

study employs features like “term frequency—inverse document frequency” for word uni‐
and bigrams, as well as tf‐idf of shallow and deep syntax (utilizing Part‐of‐Speech [PoS]

tags and Probabilistic Context Free Grammar). Both word features and deep syntax aid

deception detection, with optimal performance when combined. The connection between

authorship recognition and misinformation detection stems from the notion that

misinformation spreaders possess distinct writing styles from those sharing genuine

information. This suggests treating misinformation detection as an authorship recognition

task to differentiate these types of spreaders. Hyperpartisan detection, closely linked to

misinformation research, deals with one‐sided messages omitting pertinent information

(Potthast et al., 2017). Potthast et al. (2017) examine whether stylometry can reliably

distinguish hyperpartisan from mainstream news, and explore its potential for

misinformation detection. They find hyperpartisan articles are shorter on average, with a

similar style between left‐ and right‐wing documents. However, stylometry alone struggles

to consistently identify misinformation.

Clickbait manipulates readers into clicking on links and reading articles, constitut-

ing a form of deception (Chen et al., 2015, p. 15). Chakraborty et al. (2016) analyze

features distinguishing clickbait titles from nonclickbait ones. They note that clickbait

titles generally exhibit longer syntactic dependencies, attributed to higher grammati-

cal complexity. Additionally, clickbaits commonly contain words with “very positive”

sentiments, like “awe‐inspiring.” In contrast, Potthast et al. (2016) assess clickbaits in

tweets across three feature categories: the teaser message, linked web page, and

associated meta information. They identify meaningful features such as tweet‐wide

sentiment polarity, stop‐words‐to‐words ratio, and whether the tweet starts with a

number.

NAVIGATING MISINFORMATION IN VOICE MESSAGES | 7
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Audio features

The comprehensive research on features of misinformation in text stands in contrast

to a less examined research field of audio misinformation. While there is research that

includes the audio track of videos in the detection of misinformation (Shang

et al., 2021), this research uses black‐box approaches, and is therefore not applicable

to extract potentially explainable features. Others that use audio modality to identify

features in deceptive speech, focus on an interrogation scenario (e.g., Burgoon

et al., 2003; Levitan et al., 2016). Burgoon et al. (2003) aim to detect deception from

discourse, where they examine both asynchronous (e.g., text chat) and synchronous

(e.g., face‐to‐face) forms of communication. The researchers divided indicators into

four types: quantity, vocabulary complexity, grammatical complexity, and specificity

and expressiveness. They concluded that “deceivers do utilize language differently

than truth tellers” (Burgoon et al., 2003, p. 91). Furthermore, it was observed that

indicators may vary according to the mode of communication: participants employed

fewer conjunctions when using text chat than when using audio chat. Nevertheless,

the research team remarked that the participants had limited time to prepare for

synchronous communication. As a result, it is suggested that given ample preparation

time, the participants may have used language differently. This observation highlights

a significant contrast between synchronous discourse and the dissemination of

misinformation through voice messages. Voice messages are unidirectional, provid-

ing the spreaders with sufficient time to prepare and rehearse the delivery before

dispersal.

Furthermore, this observation is supported by the research of Maros et al. (2021)—

who analyzed misinformation in voice messages—as they found indicators that

contradict the findings of Burgoon et al. (2003). One such example is the number of

words spoken by deceivers: While Burgoon et al. (2003) found that deceivers said

“less than truth tellers” (Burgoon et al., 2003, p. 94), Maros et al. (2021) found that

voicemessages containingmisinformationwere longer on average (Maros et al., 2021,

p. 9). Another difference is that, while Burgoon et al. (2003) found that deceivers use

less emotional language (Burgoon et al., 2003, pp. 94–95), Maros et al. (2021) found

that voice messages with misinformation tend to contain more negative emotions

(Maros et al., 2021, p. 9).

While many features can be derived from text as transcribed voice messages,

others are based on the audio modality. Research has found that speech rate and

sound volume may be used as an indicator when assessing the credibility of audio

material (El‐Masri et al., 2022)—an insight we build on in our user study.

We have collated the characteristics highlighted in previous research pertaining to

the identification of misinformation in text and speech tasks, which are outlined in the

appendix (see Appendix A). The properties that can be deduced from voice messages

are categorized into five levels: character, word, sentence, audio, and creator level. In

this study, we facilitate research into the suitability of these characteristics for voice

messages by providing a digital intervention that automatically extracts them from

audio material. We then present initial findings on their comprehensibility and

perceived usefulness.

Research gap

Governments around the world have identified misinformation as a serious threat to

national security, prompting calls for regulation of internet technologies (Jackson, 2021;

8 | HARTWIG ET AL.
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Schulte & Pickard, 2020). This study advances research in public policy regarding a user‐
centered perspective on misinformation interventions. It accomplishes this by identifying

potential indicators of misinformation in voice messages and integrating them into an

automated program, aiding further studies on indicator‐based interventions. We address

two gaps:

First, while misinformation investigations often focus on written content, the

relevance of voice messages in messaging apps (e.g., Telegram and WhatsApp)

during recent crises highlights the need to consider them as substantial sources of

information. For instance, Telegram groups have been significant in propagating

conspiracy content (Herasimenka et al., 2023), and misinformation propagated via

mass‐messages on WhatsApp is perceived to have functioned as a catalysator for

lynchings in India (Medeiros & Singh, 2020). This emphasizes the necessity to expand

the user‐centered technological perspective (first gap).

Second, interventions combating digital misinformation have shown promise

when providing transparent indicators or explanations (Kirchner & Reuter, 2020).

Overcoming reactance and meeting users' need for comprehensibility have been

underscored (Kirchner & Reuter, 2020; Müller & Denner, 2019; Nyhan & Reifler, 2010).

While indicators for text‐based content have been partially explored (Ayoub

et al., 2021; Furuta & Suzuki, 2021; Martino et al., 2020; Papadopoulou et al., 2022),

their application to voice messages and audio material is incomplete (second gap).

While existing research examines misinformation in speech, mostly in impromptu

discourse (Section 2.3.2), we expand on studies analyzing misinformation character-

istics in voice messages (Maros et al., 2020, 2021) from a technical and user‐centered
standpoint, including a proof‐of‐concept. Our prototype solution is extended by

qualitative findings (and supplementary quantitative insights) to demonstrate

technology's potential in managing the overabundance of information, researchers,

crisis managers, and messenger users face.

We address the research gaps by answering the following research questions:

RQ1: How can an automated tool be designed to extract features of misinformation

in voice messages, supporting public policy efforts for technical solutions that

enhance media literacy?

RQ2: How do users evaluate the comprehensibility and usefulness of the automati-

cally computed indicators when assessing the credibility of voice messages?

Our contribution comprises two main aspects. In Step 1, we created an extendable

automated program that calculates potential indicators of misinformation from voice

messages using features identified in relevant literature (see Section 3). Subsequently

in Step 2, we offer preliminary insights into user‐perceived comprehensibility and

usefulness of these indicators through a think‐aloud study (see Section 4).

STEP 1: AUTOMATICALLY EXTRACTING FEATURES OF
MISINFORMATION IN VOICE MESSAGES

Technical approaches that support crises authorities, crisis management organiza-

tions, laypersons, and researchers in dealing with misinformation can contribute to

media literacy development, complementing training and professional journalistic

work and greater crisis resilience within society. This is especially the case if the

solutions use transparent and understandable explanations or indicators. We refer to

features as specific characteristics of voice messages that have a value during the

NAVIGATING MISINFORMATION IN VOICE MESSAGES | 9
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analysis. For instance, one can analyze and compare features like “number of unique

words” between multiple voice messages. In contrast, we refer to indicators as

specific features of voice messages that are explainable to end users and indicate that

a voice message contains misinformation (e.g.,“The voice message contains common

buzzwords related to conspiracy theories”).

We designed and implemented a program using Python as the backend for such a

technical approach. In the future, a user‐centered frontend and, for example, an

integration within a smartphone app or desktop application could expand the

backend. The program receives voice messages and processes them to output

features and explanations, as potential indicators for misinformation. For now, we

provide Command Line Interface functionality. In total, the envisioned usage

scenarios are as follows:

(1) A layperson wants to analyze a voice message in terms of credibility. This requires

functionality that generates indicators for authentic information and for mis-

information when given an audio file.

(2) A crisis management organization or authority needs to analyze a large data set

(e.g., to find indicators for misinformation and identify trends during a crisis). This

requires human‐readable output, and functionality that supports the analysis.

(3) A researcher needs to incorporate features for a detection model. This requires

functionality that, given audio files, generates features that may be relevant to

distinguish between authentic information and misinformation. Furthermore, the

functionality should be easily extendable and maintainable to accommodate any

future application upgrades by researchers.

The program accepts the following types of input data:

• a single audio file to extract features for a downstream detection model from voice

messages or other audio material,

• a single text file (as a previously transcribed audio file) to extract features for a

downstream detection model from transcribed voice messages or other text

material,

• a directory that contains a data set of text files (as previously transcribed audio files)

to allow researchers to analyze its features for detection or indicators for end users,

• previously extracted features to save time and compute during the analysis of

data sets.

Given the input data, the program uses rule‐based and traditional statistical

approaches to compute indicators of misinformation to facilitate explainability. This

allows users (e.g., laypersons or crises authorities) to check the credibility of voice

messages and understand whether—and how—they might be designed to deceive.

We generate an explanation for each feature on the server to make them easier to

understand for end users.

Data processing

When audio input is being processed, the program first performs speech‐to‐text by
using Whisper (Radford et al., 2022). This step is skipped when text input is being

processed Then, given (extracted) text, spaCy (Honnibal et al., 2020) performs

preprocessing, including tokenization, lemmatization, PoS tagging, and dependency

10 | HARTWIG ET AL.
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parsing, which is required to compute word‐ and sentence‐level features. In contrast,

character‐level features are computed directly on plain text. Thereafter, the computed

features are stored in a human‐readable .JSON file. Lastly, if features are regarded as

comprehensible indicators of misinformation and explanations are necessary, the

program extracts these indicators from the generated instance. In case of data set

input in contrast to single files, the processing elaborated above is executed for all

files in the data set to create one instance per file. After all instances are created, we

store the instances in a Data set instance and compute averaged features. The outputs

as human‐readable .JSON files may be opened (e.g., in a browser) for analysis by

professional members of crises authorities or researchers. They can then be sent to a

detection model for training or testing, or to a digital application as a whole (e.g., a

smartphone app) to be displayed to end users. You can find the data flow of the

program in Figure 1.

Computed features

The choice of features we compute in our program is motivated by previous research

we summarized in Section 2. You can find the list of features in Table A1, Appendix A.

While we included a broad variety of features on character, word, and sentence level,

this selection is not exhaustive and may be extended based on a systematic literature

review, especially on the explicit speech modality that may imbue emotions. Existing

research indicates that speech rate and sound volume may compose a relevant

attribute of voice messages when assessing its credibility (El‐Masri et al., 2022). While

these features are not yet included in the prototype implementation, they were part of

our user study. For the implemented feature of “keywords for a specific topic,” we

specified this for our user study based on existing research. Specifically, we included

whether there was a “claim to be an expert” (e.g.,“I have researched that!”) (El‐Masri

et al., 2022) or a “call for action” (e.g.,“Share this voice message!”) (El‐Masri et al.,

2022; Maros et al., 2021). Additionally, we considered the existing research on the

relevance of creator's profiles and thus included whether a voice message was sent by

a “suspicious profile (e.g., name, description of the creator)” which might be

detectable via keywords or the excessive usage of emojis.

Like Potthast et al. (2017, 2016), we use the General Inquirer dictionary to compute

features that depend on linguistic word categories (e.g. words that express

uncertainty). The categories that are used to analyse a file or data set can be specified

in the configuration file. For instance, words related to certainty or uncertainty were

derived from the categories “SureLw” and “If,” words related to affect were derived

from the categories “AffTot,” “NegAff,” and “PosAff,” and pronouns were derived from

“Self,” “Our,” and “You.”2

STEP 2: A USER PERSPECTIVE ON THE INDICATOR‐BASED
APPROACH

Having implemented a program that allows to automatically extract a plethora of

features from voice messages as potential comprehensible indicators to assist users

in dealing with misleading information, as a next step we gained initial qualitative and

quantitative insights into the comprehensibility and perceived usefulness of indicator‐
based approach. In the following, we describe the study design and derived results.

NAVIGATING MISINFORMATION IN VOICE MESSAGES | 11
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Study design

We conducted a user study (prestudyN = 5, main studyN = 15) using the think‐aloud
method, where participants were asked to express their thoughts aloud while listening

to audio material and answering questions or performing tasks (Fonteyn et al., 1993).

Participants were assured that there is no right or wrong, we are rather interested in

their subjective perceptions. In said study we aimed to gain insights into (1) which

aspects participants autonomously pay attention to when assessing the credibility of

voice messages without any assistance, (2) if the participants' perception towards the

information's credibility changes when we additionally display automatically

computed features from our developed Python program, and (3) which features the

participants perceive as comprehensible or convincing indicators for misinformation

when assessing the credibility of voice messages.

Selection of stimuli

The stimuli in our user study consist of four voice messages and corresponding

features. See Table A2 for a detailed description.

F IGURE 1 The program's data flow. While the solid lines represent current data flow, the dotted lines

and boxes represent data flow the program may be extended by in follow‐up research.

12 | HARTWIG ET AL.
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Voice messages: A systematic approach was used to identify stimuli. In the

absence of accessible databases of voice messages, official fact‐checking websites

were first checked to determine which topics were currently circulating and had been

officially debunked. Then, open telegram groups were searched for voice messages

on these topics. Two real‐world voice messages could be identified this way. We made

sure to include different political perspectives, however only politically right‐wing

misinformation was found in the exploratory search in messenger groups. Thus, we

supplemented our stimuli with two artificially generated voice messages. For this

purpose, corresponding misinformation in the form of other modalities (Twitter post

and Youtube video) was identified on fact‐checking sites and, based on this, voice

messages were generated by a researcher. Typical characteristics of voice messages

were taken into account, such as a length of at least 1:45min (Maros et al., 2020).

Features: We generated the features as potential indicators for misinformation and their

explanations as follows: (1) We used Whisper (Radford et al., 2022) to transcribe the four

audio files we collected or generated. (2) Given the transcribed text for each of the audio

files, we used our Python program̀s get‐features command to extract features, such as

“number of words,” and “number of words that express uncertainty.” (3) This creates four

.JSON files that contain features grouped by character, word, and sentence level.

Additionally, we included features on audio and creator level that are known from literature

and are not (yet) included in our Python program. These features were extracted manually.

We did not include all computable features in our user study, as especially for those on

character level it is foreseeable that this is not suitable for reporting to private individuals

but is more suitable for practitioners who deal with the subject in depth (e.g. researchers

developing a detection method). It is crucial to emphasize that the features are not defining

for misinformation but can appear and be computed for reliable information as well. As in

other indicator‐based misinformation interventions, the approach relies on a preceding

manual or automatic detection of misinformation as prefiltering (see Section 2.2). For a full

list of features we presented in the study, see Table A1, Appendix A.

Participants

In total, we recruited 20 participants (prestudyN = 5, main studyN = 15). As we only

used the data of our main study for explicit evaluation, we present the participant's

characteristics of the main study with N = 15 in the following. The participants' age

ranges from 19 to 63 years (Median = 32) and cover a diverse set of educational levels

(e.g., high school diploma, professional training, and university degree). We explicitly

decided against recruiting solely college students as these are already overrepre-

sented in misinformation studies due to their easy accessibility and they do not

represent the average user. Of the 15 participants, seven were male, six were female,

and two were of diverse gender. All but two participants reported German as their

native language. Twelve participants reported to receive voice messages at least once

a month, and four participants report they might have received misinformation per

voice message before. Nine participants stated to currently use at least one

messenger group with more than 50 members. As two of our stimuli address

misinformation and reliable information on the topic of the Russian war against

Ukraine, we further evaluated central general attitudes towards these topics and a

general political orientation of our participants. All but one participants fully agree

with Russia waging a war of aggression against Ukraine. We asked our participants to

place themselves on a scale from 1 (extreme left) to 11 (extreme right) regarding

politics. Three participants placed themselves on the far left between 1 and 2, three

NAVIGATING MISINFORMATION IN VOICE MESSAGES | 13
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rather left between 3 and 4, nine in the center between 5 and 7, and none further right

than this. Participants were acquired through the panel provider Prolific and got an

expense allowance of €9 for an average duration of 45min.

Study procedure

The one‐on‐one think‐aloud sessions were conducted online via Zoom in summer 2023.

(1) After a brief introduction and obtaining written consent, the participants were (2)

forwarded to an online survey for collecting demographics and general usage behavior

of messengers. Afterwards, (3) the researcher subsequently displayed four voice

messages in random order while sharing the screen. Participants were able to see the

original interface of a Telegram group where the voice messages are displayed. After

each voice message, the researcher began audio recording the session and the

participants were verbally asked to rate the credibility of the voice message. Participants

were instructed to keep thinking aloud and were told that there was no wrong or right,

and that we were only interested in their individual assessment (Fonteyn et al., 1993). (4)

The researcher then subsequently displayed the calculated features and asked the

participants to rate its comprehensibility and usefulness the assess the voice message's

credibility giving explanations. Then, participants were asked to (5) rate the credibility of

the voice message again. The researcher clarified the origin and truthfulness of the

voice message. Finally, (6) participants were asked to give an overall evaluation of the

features and the general approach.

Analysis

Step 2 generated rich qualitative data and complementing quantitative survey ratings

on a scale from one to five for comprehensibility and perceived usefulness. This

allows for a triangulation of data, combining quantitative survey ratings with

qualitative explanations. We transcribed the audio records using Whisper (Radford

et al., 2022), followed by a manual revision and anonymization of participants'

responses. We analyzed the quantitative survey items calculating descriptive statistics

(mean, median, and frequencies) and clustered the verbally given explanations

according to the referenced features thematically using MaxQDA where a qualitative

content analysis was conducted. Codes refer to the individual features and were

created before the analysis. Additional assessment strategies of participants were

added iteratively as novel codes when they emerged during coding.

Results

We report how a diverse set of laypersons as messenger users assess the credibility of

voice messages autonomously, and how they assess the comprehensibility and

perceived usefulness of a plethora of features.

Autonomous assessments

While users havemany assessment strategies regarding layout, interactions, and reactions

for other modalities (e.g., textual social media posts), they seem to rely mostly on their

14 | HARTWIG ET AL.
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knowledge when assessing voice messages and only partly relying on characteristics like

the usage of specific words or tonality. Specifically, all 15 participants stated to at least

partially use their existing knowledge or gut feelingwhen assessing the voice messages in

our study. Two participants explicitly stated to consider if the speaker uses swear words or

other negative expressions. Particularly when conspiracy theories were addressed in the

voice message, participants were very capable of emphasizing how those keywords (e.g.,

“BRDGmbH” as a common conspiracy theory in Germany) influenced their assessment of

the voice message. Some described how the voice message seems contrived and

disjointed and, thus, indicated to be misinformation. Others stated how they differentiated

between personal opinions and facts when listening to a voice message, for instance, via

wordings like “I think.” Only one participant stated to consider the tonality of a voice

message when assessing its credibility, evaluating if it sounded angry or very emotional in

another way. Overall, the majority of participants were very capable of correctly assessing

the voice messages credibility for voice messages 1 and 2 where the content was clearly

misinformation. Many were unsure when assessing voice messages 3 and 4, which were

containing both genuine and wrong aspects of information. We found that three

participants corrected their credibility assessment for these messages for the better after

being confrontedwith our indicators, as these nudged amore thorough critical reflection of

the content. This effect might have appeared as well, when autonomously reflecting on the

content without the indicators for a similar amount of time. Thus, we cannot derive reliable

implications regarding a learning effect at this point of the study.

Perceived comprehensibility and usefulness of features

Our participants rated the comprehensibility and usefulness on a scale from 1 (not

comprehensible/useful at all), over 2 (rather not comprehensible/useful), and 3 (rather

comprehensible/useful) to 4 (very comprehensible/useful) and gave additional

qualitative explanations and reasons.

Word level: We included several features at the word level that can be

automatically detected using our prototype. While all features at the word level were

generally perceived as comprehensible (mean > 3.0 for all features) and participants

were mostly able to correctly describe what they meant, the perceived usefulness

varied among more abstract and more contentrelated features. On the abstract part,

the number of words was perceived as rather not useful (mean = 2.0) for several

reasons. Most prominently, participants criticized that the number of words or

corresponding length of a voice message has nothing to do with the content of the

message and can be considered a personal trait. While some tried to make sense of it

(“I guess […] then it's probably to indicate that the lady doesn't have too much

information.” [P05, over 56 years, male]), the majority was confident that this feature

was not very suitable at first sight.

When taking a closer look at word level features that tend to be less abstract, the

perceived usefulness is overall higher.

Some features at word level can be directly related to the content which increased

the perceived usefulness. This applies to verbs that refer to a belief (e.g., I think)

(mean = 2.9; “Everyone can believe anything.” [P03, 26–30 years, female]) and words

that express uncertainty or certainty (mean = 2.5):

Because this claim to be in sole possession of the truth is already an

important characteristic of conspiracy theorists. In that respect, it's also a

good unique indicator almost. So if you don't notice all the other things, for
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me that would definitely be something where I would say: No, I don't think

so. (P09, 36–45 years, diverse)

On an even more concrete level, suspicious words referring to conspiracy theories

were very well received (mean = 3.8) in terms of usefulness to assess a voice

message's credibility. This is not surprising, as many are very familiar with common

conspiracy theories due to (social) media and state it that voice message 2 (see

Table A2, Appendix A) is like playing Bingo due to the many keywords that occur

referring to suspicious content. Similarly, many perceived a claim to be an expert

(mean = 3.1) and calls to action (mean = 3.0) as rather useful: “Because that is also

related to the claim of truth and that, well, is always a sure sign for me.” (P09,

36–45 years, diverse), however always with a need to differentiate between rightful

expert claims and calls to action.

Sentence level: Again, for features on a sentence level, the usefulness was

dependent on how abstract or concrete a feature was received. A high number of

adjectives and adverbs is perceived as a way of figuratively embellishing a situation to

give the impression that the author experienced it personally. This can be used to

mislead intentionally, however, it was perceived as rather not useful (mean = 2.4) due
to its abstract nature. The participants struggled with the feature number of first‐
person pronoun usage and spent some effort and time to make sense of it: “Somehow

he may have experienced something that practically just happened, but […] may not

objectively describe some situation” (P01, 30–35 years, male). However, the feature

was overall perceives as rather not useful as well (mean = 2.2). Similarly, the length of

sentences (mean = 2.2) and on a broader level, the vocabulary richness was perceived

as rather not useful (mean = 2.1). However, that was very much related to the

expression of features. The vocabulary richness of all four voice messages was

moderate, which prevents a meaningful comparison within the study. Some

expressed it might be useful when there were more extreme expressions of

vocabulary richness:

I think the vocabulary used, if it is particularly rich, could perhaps indicate

that the person is very well educated, and thus might also provide an

indication of truthfulness, but with an average vocabulary, I wouldn't say

that's indicative of truthfulness. (P10, 19–25 years, female)

Similarly, when assessing the usefulness of number of words with a positive or

negative sentiment, it depended if the expression of the feature was clearly positive or

negative, or if it tended to be balanced (mean = 2.6). Some participants were very aware of

the potential to intentionally use emotional language to mislead and influence: “Because,

sure, using fear you can convince people.” (P03, 26–30 years, female).

Audio level: Both speech rate (mean = 2.2) and sound volume (mean = 1.9) were

perceived as rather not useful when assessing voice messages. Participants stated

that this is a very individual factor, where some tend to speak fast or low and others do

the opposite. Nevertheless, some emphasized the misleading potential of intention-

ally controlling how fast or loud you speak: “because I think that the, how shall I say,

that with the slow speaking speed is also supposed to get across in the message that

there is a deep emotional touch somehow.” (P05, over 56 years, male; referring to

voice message 1).

Creator level: As expected due to existing research on other modalities or social

media platforms, the feature of a suspicious profile (e.g., name, description of creator)

was perceived as useful (mean = 3.7). Indeed, several participants autonomously
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referred to the suspicious name of the creator when listening to the voice message

(and seeing the name of the creator in voice message 2): “Because of the many emojis

in the name and those red punctuation marks and so on. That is almost common

knowledge.” (P09, 36–45 years, diverse).

Overall assessment of the indicator‐based approach

Our findings give insights into the overall applicability of showing features of voice

messages as indicators for misinformation. Our participants emphasized that it is

important to consider the features as a whole rather than as stand‐alone components.

They noted that these features only make sense when perceived together, to obtain a

full picture: “It is comprehensible, but I think it is useful only in combination with all

the other indicators” (P09, 36–45 years, diverse) In contrast, this participant also

highlighted specific features as a unique indicator (see words that express uncertainty

or certainty). Furthermore, upon closer examination of all levels, perceived usefulness

is closely related to its connection to the content or creator. Participants found features

more useful when they could easily recognize its relation to the content. Conversely,

more abstract features received less positive feedback.

In contrast to digital misinformation interventions for text, image or even video,

voice messages come with the unique attribute of not having any visual indicators.

This leads to a particular challenge for interventions which also was highlighted in our

study: Receivers of voice messages listen to the message (often only once), and

afterwards there are no visual reference points to remember when confronted with a

list of indicators. Our study highlights that after listening to the message and gaining

feedback (e.g., long sentences), people often do not remember and cannot verify the

indicators without the effort to listen to the message again: “I thought I had

understood it very well, but now I realize how quickly you can forget what you have

just listened to.” (P03, 26–30 years, female) This is very different from other modalities,

where intervention designers can easily place the indicator display directly at the

place of occurrence.

DISCUSSION

In this study we derived a structured overview on features of voice messages as potential

indicators for misinformation in voice messages to develop a prototype of a digital

intervention and evaluate the perceived comprehensibility and usefulness of computed

features for layperson when listening to voice messages. Thereby, we extend existing

research on indicator‐based misinformation interventions for text (Martino et al., 2020) and

research inmisinformation in voicemessages (El‐Masri et al., 2022; Maros et al., 2021). This

allows for in‐depth findings on the suitability of features on the character, word, sentence,

audio, and creator levels as potential user‐centered indicators.

RQ1: How can an automated tool be designed to extract features of
misinformation in voice messages, supporting public policy efforts for
technical solutions that enhance media literacy?

Governments, authorities, and individuals are confronted with an overabundance of

both true information and misinformation on social media, during crises and in
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everyday life. This includes not only tweets on Twitter/X, TikTok videos, or Facebook

posts, but also content on messaging apps like Telegram and WhatsApp with public

channels, where the distribution of misleading voice messages has shown to be a

common problem in recent years (Resende et al., 2019). Research has highlighted the

serious threat of misinformation and disinformation governments are confronted

with, emphasized needs for regulation of online content (Jackson, 2021; Schulte &

Pickard, 2020), and the necessity to find ways to empower citizens to distinguish

misleading from credible information (Connolly et al., 2019) (see Section 2.1). Indeed,

public policy research aims to define implications for policymakers when investigating

the effects of misinformation and its mitigation, including suggestions to maintain

fact‐checking and flagging efforts (Diaz Ruiz & Nilsson, 2023) and applying

noncensoring techniques like labeling and limiting algorithmic promotion (Di

Domenico et al., 2022). When looking into demands for policy responses to

misinformation on social media, there are multiple ways to contribute to these

necessities via user‐centered technology. As Medeiros and Singh (2020), Tambini

(2017) among others emphasize, encouraging media literacy can be considered

central to counteract the effects of misinformation online. We pick up on that idea by

proposing a technological media literacy approach for the user‐centered presentation

of misinformation indicators in voice messages. Research to combat misinformation

on social media while encouraging learning effects has mostly focused on text‐based
content, especially on Twitter/X, Facebook, and more generic news platforms. Our

study addresses the context of voice messages with its unique potentials to mislead

(e.g., via emotional tonality) (El‐Masri et al., 2022) and may offer support to public

policy efforts targeting technological solutions for social media platforms and the

empowerment of citizens (Connolly et al., 2019).

With the development of a backend solution for a prototype that automates the

detection and extraction of features of voice messages as potential indicators for

misinformation, this work contributes to informed information handling, particularly in

messenger channels like Telegram (El‐Masri et al., 2022; Herasimenka et al., 2023). The

prototype receives voice messages or other audio files, transcribes them, and analyzes

them for character‐, word‐, and sentence‐level features. Additionally, the prototype

facilitates an extension for audio and creator‐level features for future work. By doing so, we

add to the public policy response to the misinformation challenge, presenting a potential

technological solution to enhance users' media literacy and encourage informed decisions

on voice messages' credibility. We envision usage scenarios at both the individual and

government levels: (1) Private users of messenger services can have their voice messages

(e.g., in large public channels) analyzed and receive a comprehensive output on attributes

of the message. This allows them to reflect on the content and make a more informed

assessment independently. (2) The intervention encompasses a potential part of a policy

toolkit that places a greater emphasis on self‐efficacy in dealing with misinformation as

opposed to highly regulatory approaches by governments that amount to censorship.

Additionally, on a microlevel perspective, people working in crisis management or

government agencies may utilize the tool to automatically analyze large amounts of data

and quickly identify problematic content, such as conspiracy theories, by specifying specific

keywords. This support in monitoring and analysis can supplement manual procedures

and extend existing dashboard approaches to classic social media platforms like Facebook

and X (formerly Twitter). (3) Researchers in detection methods can selectively extract

features from large amounts of data to expand and optimize their detection techniques.

The study examined the extracted indicators from the user's perspective with

respect to Scenario 1. As a next step, we recommend conducting more comprehensive

investigations from the perspective of government agencies in future work. It is
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essential to collect user interface requirements to expand our backend component, as

our study identified unique challenges (e.g., on the placement of indicators) specific to

voice messaging in comparison to other modalities, including text and images, where

indicator‐based interventions have already been addressed (Ayoub et al., 2021; Furuta

& Suzuki, 2021; Martino et al., 2020).

RQ2: How do users evaluate the comprehensibility and usefulness of
the automatically computed indicators when assessing the credibility
of voice messages?

When assessing the comprehensibility and perceived usefulness of features to assess

a voice message's credibility, we received a mostly positive feedback especially on

features that refer to the content itself. Indeed, focusing mostly on the content instead

of tonality was the main autonomous assessment strategy even before being

confronted with our features, sometimes resulting in a certain gut feeling. However,

this was very much dependent on the expression of this characteristic. If it was

strongly pronounced and deviated more from the average, it was rated all the more

useful.

All features received a comprehensibility rating ofmean > 3.0 which indicates that

the wordings of our features as potential indicators were perceived as rather suitable.

Indeed, when taking a closer look at our participants' verbal answers and attempts to

explain what each feature means, they were overall very capable of doing so. We

found that features closely related to the content of the voice message (e.g.,

suspicious conspiracy theory keywords, emotionally loaded words, and words

referring to the speaker's belief like “I think that …”) were particularly rated as

comprehensible. Also, the feature related to a suspicious profile (e.g. name,

description of the creator) was considered particularly comprehensible among the

participants. Regarding features on a more abstract level (e.g., number of words,

length of sentences, number of first‐person pronoun usage), some participants

struggled with comprehending what the feature means.

We can observe a similar tendency regarding perceived usefulness. Features that

relate directly to the content of the voice message or the creator were rated

particularly useful. The suspicious profile (e.g., name, description of creator) and

suspicious keywords about conspiracy theories are rated as the most useful feature.

Furthermore, other keyword‐based features like the claim to be an expert or the call to

action (El‐Masri et al., 2022) were very positively received. On the other hand, the

abstract features like number of words, sentence length, number of first‐person
pronoun usage, and the percentage of adjectives and adverbs were perceive as rather

not useful when assessing a voice message's credibility. While other research on voice

messages (El‐Masri et al., 2022) and short‐videos (Hassoun et al., 2023) have

emphasized the importance of affectively charged content as misinformation attribute,

the features used in our study were too abstract to apply that message in a user‐
centered way. Similarly, this applies for ascertaining credibility of misinformation in

voice messages as “eyewitness, expert, or insider” (El‐Masri et al., 2022, p. 5) which

was strongly the case in voice message 1 (see Table A2, Appendix A) where we

expected the number of first‐person pronouns to be a comprehensible indicator for

that context—an assumption that was fulfilled only for a few participants. Regarding

the audio‐based features like speech rate and volume, participants again did not

perceive them as useful features, extending findings of related research (El‐Masri

et al., 2022).
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Overall, our findings emphasize the importance to combine multiple features from

different levels to receive a suitable and useful full picture. However, the indicator‐
based approach comes with a challenge when applied to voice messages in contrast

to other content like text (Martino et al., 2020), image, or video (Hassoun et al., 2023),

as there are no visual anchors users can relate to and verify when indicators are

displayed. This is a challenge that may be further addressed in future HCI research,

having a direct influence on how indicators can be presented to end‐users.

Limitations and future work

Our contribution comes with some limitations and potentials for future work.

First, the proposed digital intervention is yet to be extended by a frontend part that

displays the extracted features as potential indicators for misinformation in a user‐
centered manner. Regarding voice messages, this is not a trivial task, as the modality

comes with limited possibilities for visual anchoring of indicators where they occur in

the message. This is unique to audio material, as in text, images, and even video

content there are more intuitive ways of highlighting indicators visually immediately

at their place of occurrence. Further, user needs for displaying the extracted features

may significantly vary between the different usage scenarios of private messenger

users, practitioners in crisis management, and researchers dealing with detection

approaches themselves—a challenge to be addressed in future work.

Second, our indicator‐based approach relies on preceding manual or automatic

detection of misinformation. User‐centered misinformation interventions typically

rely on prior successful determination of whether a given piece of information is

misleading. This is by no means a trivial task and has been a focal subject of research

in recent years (Shu et al., 2017a; Wu & Liu, 2018), particularly within the field of

machine learning. Default display of indicators on all voice messages would result in a

not acceptable number of false positives and, thus, is not the aim of this approach.

Future work could evaluate the fully implemented approach for voice messages

including (1) an automatic or manual detection of misinformation and (2) extracting

and displaying indicators for content that has been successfully identified as

misleading.

Third, evaluating our approach with a larger real‐world sample of voice messages

is crucial to make valid assumption about its applicability. While for other content like

Tweets or news articles there are publicly available research data sets in multiple

languages, this is to the best of our knowledge not the case for voice messages. We

therefore applied a systematic and convenient approach of looking for officially

debunked misinformation and actively identifying corresponding voice messages in

Telegram groups. Due to an overabundance of misinformation in one specific political

direction, we chose extend our real‐world sample with two artificially generated voice

messages addressing misinformation from an opposite political perspective. This

might have influenced the results of our user study, however we did not find any

differences in our results when comparing the participants' answers on real‐world and

artificial messages in comparison.

Fourth, the appropriateness of indicator‐based approaches as media literacy

interventions is debated, as it depends on rationality (Boyd, 2017) and might create

false confidence (Bulger & Davison, 2018). Further, media literacy has been criticized

for only being one of many components within the complex information space (Bulger

& Davison, 2018; Hassoun et al., 2023). Therefore, there are calls to “rethinking media

literacy in the age of platforms” (Bulger & Davison, 2018, p. 17). However, studies also
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show positive outcomes of media literacy interventions on critical thinking and

behavior change regarding misinformation behavior (Spezzano, 2021; Winiecki

et al., 2023)—an optimistic view we draw on in this study. Our approach is only one

of many possible solutions and (like other types of interventions that have already

been researched) can only be one of many contributions. For example, the approach

has the disadvantage that the features of misinformation in voice messages are

characteristics that change over time and with the (technical) progress of

disinformation campaigns and require adaptation. With the ever‐changing informa-

tion landscape, the skills and strategies of disinformation creators also change. A

combination of different components, areas of responsibility and types of intervention

in the interplay of critical journalism, media literacy training and the use of the latest

technologies (including AI‐based technologies) is therefore essential.

CONCLUSION

Wedeveloped a prototype as proof‐of‐concept of an indicator‐based digital misinformation

intervention for voicemessages and conducted a user‐centered evaluation of the perceived

comprehensibility and usefulness of computational features for laypersons as users of

messengers. Thereby, we gained insights into how indicator‐based interventions that have

been shown to be promising for text‐based content can be applied to voice messages as a

modality highly relevant in the context of misinformation. We adopt the user perspective of

diverse users of messengers like Telegram and Whatsapp. The approach encompasses a

public policy response (Tambini, 2017) providing a foundation for technical solutions to

enhance users' media literacy skills, placing greater emphasis on self‐efficacy in dealing

with misinformation as opposed to regulatory approaches by governments that amount to

censorship. While we identified three usage scenarios of the proposed indicator‐based
intervention ([1] laypersons that want to assess the credibility of voice messages in crises

or in everyday life, [2] practitioners in crisis management organizations or authorities that

need to analyze large data sets, for example, during emerging crises, and [3] researchers

requiring features for a detection model), we exemplarily conducted the user study

regarding the first scenario. We generated novel insights into the opportunities and

limitations of features on character, word, sentence, audio, and creator level as potential

indicators for misinformation in voice messages. Our work is relevant to the public policy

domain as it addresses demands for public policy responses to the misinformation

challenge promoting technological media literacy solutions and preventing overzealous

censoring regulations by governments (Medeiros & Singh, 2020). The challenge lies in

controlling the deluge of credible and misleading information. It is crucial to consider the

subtleties of voice messaging being a significant yet problematic information channel. We

propose an indicator‐based misinformation intervention for voice messages to partly

address the need. This provides decision makers with a tool to navigate the complex

landscape of information dissemination, particularly during crises. Our main contributions

are (C1) giving a structured overview on features of voice messages as potential indicators

for misinformation, (C2) developing an indicator‐based misinformation intervention as

proof‐of‐concept, and (C3) evaluating the perceived comprehensibility and usefulness of a

plethora of features to assess the credibility regarding the scenario of layperson listening to

voice messages.
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