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ABSTRACT
Computer Emergency Response Teams (CERTs) provide advisory,
preventive and reactive cybersecurity services for authorities, citi-
zens, and businesses. However, their responsibility of monitoring,
analyzing, and communicating cyber threats have become challeng-
ing due to the growing volume and varying quality of information
disseminated through public channels. Based on a design case study
conducted from 2021 to 2023, this paper combines three iterations
of expert interviews, design workshops and cognitive walkthroughs
to design an automated, cross-platform and real-time cybersecu-
rity dashboard. By adopting the notion of cyber situational aware-
ness, the study extracts user requirements and design heuristics
for enhanced threat awareness and mission awareness in CERTs,
discussing the aspects of source integration, data management,
customizable visualization, relationship awareness, information as-
sessment, software integration, (inter-)organizational collaboration,
and communication of stakeholder warnings.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Security and privacy → Usability in security and privacy.
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1 INTRODUCTION
The importance of cybersecurity is not only motivated by the ever
advancing digitization and networking of infrastructures and so-
ciety, but also by the increasing frequency and sophistication of
cyberattacks [29]. Recognizing the need for incident management,
Computer Emergency Response Teams (CERTs) have been estab-
lished in public and private sectors [40, 67] to provide a range of
services for authorities, citizens, and enterprises, including reactive
measures such as issuing alerts, managing incidents, vulnerabili-
ties, and artifacts, proactive actions like monitoring intrusion de-
tection systems and developing security tools, and security quality
managementby risk analysis, security consultation, education, and
certification [58]. To provide these services, CERTs must first es-
tablish cyber situational awareness by monitoring, analyzing, and
communicating cyber threats and security vulnerabilities [16].

Coined by the theory of situational awareness [15], cyber situa-
tional awareness comprises the three elements of network, threat,
and mission awareness [46]. Yet, the often collaborative establish-
ment and maintenance of cyber situational awareness is becoming
more difficult due to the increasing volume and varying quality
information accessible through public channels, including feeds,
social media, vulnerability databases, third-party services, and web-
sites [2, 7, 14, 29]. Empirical studies with German state CERTs
indicate a lack of efficient mechanisms for extracting and seam-
lessly incorporating real-time threat intelligence, such as indicators
of compromise, security advisories, social media alerts, and vulner-
ability reports [58]. Moreover, CERTs often encounter irrelevant,
duplicated and occasionally implausible information [4], limiting
the time available to align network awareness and threat intelli-
gence insights with the organization’s mission or business.

While considering the goals, roles, and information needs of
operators during design processes, their involvement in evaluation
and appropriation studies is central to ensure that technologies
actually enhance cyber situational awareness [22]. However, we
identified a lack of design and evaluation studies focusing on tools
for the cross-platform collection, analysis and communication of
cyber threats and security vulnerabilities [29, 53]. Thus, taking the
lens of Human-Computer Interaction (HCI), this paper examines
the following research question: What are user requirements
and design heuristics for a cross-platform cybersecurity tool
to facilitate the cyber situational awareness of CERTs?
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Based on a literature review (Section 2) and the framework of
design case studies (Section 3), which follows the approach of
Grounded Design [61] and has been previously employed in various
HCI studies [76, 77], this paper conducts three iterations of (I) em-
pirical pre-studies to understand existing practice in German state
CERTs (Section 4), (II) design interventions to apply novel technol-
ogy to identified needs and problems (Section 5), and (3) cognitive
walkthroughs to reflect the technology with practitioners and iden-
tify potential for future improvement (Section 6). Our objective is to
improve the time-consuming process of incident handling and daily
reporting in CERTs, a process frequently compounded by the influx
of irrelevant, repetitive, and implausible information. Thus, the
designed artifact serves to facilitate the automated, real-time, and
cross-platform management of cybersecurity data, thereby enhanc-
ing the cyber situational awareness of CERTs. Finally, we discuss
design heuristics (Section 7) and provide a conclusion (Section 8),
outlining empirical and artifact contributions:

• First, we provide empirical insights into the practices of Ger-
man state CERTs, outlining user requirements for the design
of technology conducive to cyber situational awareness.

• Second, we provide an artifact contribution by the design of
our real-time monitoring dashboard for gathering, analyzing,
and communicating cyber threat information.

• Third, we provide empirical insights by evaluating artifacts
and subsequently discussing design heuristics to enhance
threat awareness and mission awareness by technology.

2 RELATEDWORK
Cyber situational awareness describes a level of understanding
possessed by individuals that allows them to perceive pertinent
elements in the cyber environment within a defined timeframe and
spatial context, interpret their significance, and anticipate their
future status [26]. The term commonly refers to understanding
events in one’s own network, yet CERTs must extend their scope
“to gain a common operational picture of the threat environment
in which the constituency is operating” [62, p. 17]. This entails not
solely internal details such as network awareness, but also external
threat intelligence such as ongoing events, emerging vulnerabilities,
potential remedies, and novel technologies. The role of incident
response is therefore to protect the organization’s field from attacks,
requiring mission awareness [46], and to restore the integrity of
that shield after an attack [2].

2.1 Organizational Network Awareness
In most cases, the primary task of CERTs lies in the protection of
their respective authority, enterprise or organization against cyber-
attacks, requiring awareness of their used infrastructure and net-
works [62]. The establishment of network awareness thus requires
understanding the structure of organizational networks, manage-
ment of all assets and configurations, robust patch and upgrade
management, as well as routine vulnerability auditing to prevent
exploitation [46]. In accordance, several categories of tools have
been established in organizational practice [41], such as security
information and event management (SIEM) for the detection, ag-
gregation and real-time analysis of security related information,

as well as intrusion detection and prevention systems (IDPS) to
prevent organizational or societal damage from cyberattacks.

Furthermore, research approaches such as Bubblenet [51], CRU-
SOE [27], InSight2 [37], MAD [3] or Situ [19], combine algorithms
and visualizations for visualizing network traffic, detecting anom-
alies or attacks, identifying conspicuous patterns, comparing net-
work activities with known vulnerabilities, or providing recommen-
dations for resilient configurations of the IT infrastructure. In most
cases, their central component constitutes a dashboard to provide
an overview, facilitate filtering and zooming, and display details
on demand [29]. Sometimes, they integrate explainable approaches
which seek to allow "a better comprehension of the attack status
and its probable evolution" [3] or provide "context to help operators
understand why [events] are anomalous" [19].

2.2 External Threat Awareness
Still, CERTs need to overview the general threat landscape to align
organizational security measures and provide services to external
clients, requiring the identification of suspicious behaviors, current
information on external threats, and the participation in informa-
tion sharing communities to stay updated on new and emerging
threats [46]. In terms of vulnerabilities, the National Vulnerability
Database (NVD), Vulners and OpenCTI are examples of databases
where Common Vulnerabilities and Exposures (CVEs) are applied
for vulnerability classification [57] and the Common Vulnerability
Scoring System (CVSS) is used to evaluate the severity of CVEs
using base, temporal, and environmental metrics. In addition, nu-
merous manufacturers release information regarding vulnerabili-
ties and solutions through their own communication channels [44].
These security advisories provide information about new security
vulnerabilities and recent security updates to their products.

Furthermore, threat intelligence platforms have been established
to facilitate the collection and analysis of data regarding cyber
threats [47]. For instance, Indicators of Compromise (IoCs) are also
frequently employed by CERTs to enhance preemptive measures
against attacks, and tools like AlliaCERT TI, ThreatFox, and Pulse-
dive were designed to streamline the aggregation and processing
of IoCs [72]. MISP [75], in particular, is widely used by European
CERTs for sharing, storing and correlating IoC of targeted attacks.
In recent times, social media has emerged as a pivotal data source
as cybersecurity experts can swiftly exchange threat-related in-
formation on these platforms, surpassing the pace of more formal
communication channels [52]. For instance, CyberTwitter was in-
troduced as a warning framework for IT security incidents [52],
SONAR facilitates the automatic detection of cyber security events
over Twitter [43], and another social media analytics system was
designed for real-time gathering and categorizing security-related
information from Twitter [60].

2.3 Collaborative Mission Awareness
Finally, mission awareness comprises an appropriate response to
security events, to triage or prioritize security incidents with re-
gard to their impact on the organization’s mission or business, and
anticipating threats and risks by conducting risk and readiness as-
sessments [46]. The work of CERTs is demanding, notably, because
it requires effective training [17, 70], coordination and information
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sharing both within the team and with external entities [24, 74].
In Germany, the collaboration between federal, state and private
CERTs is emphasized as crucial for obtaining a clear understand-
ing of the extent and seriousness of an incident and for making
informed decisions regarding the appropriate response [66]. In the
establishment of CERTs in Germany, it was observed that, in addi-
tion to a lack of time resources, insufficient mutual trust resulted
in low levels of cooperation [58].

As a result, the efforts of cybersecurity experts involve a collec-
tion of diverse practices aimed at fostering a collective dedication
to cybersecurity [36]. By now, German state CERTs are part of the
Administrative CERT Network (VCV) which provides an informa-
tion exchange platform for public administration, including a chat
platform and regular meetings, thus offering an institutionalization
of CERTs’ partnerships [58]. Furthermore, besides the collaborative
features of the operationally deployed MISP platform [75], the pro-
totype Palantir [35] was designed to empower effective multi-site
cyber incident response, encompassing a collaborative workspace
for discussions and data exchange. Another prototype for shared
cyber situational awareness facilitates the allocation of tasks within
the team and presents the status of resources and incidents [54].
However, to the best of our knowledge, there are no approaches that
support the communication of warning messages across various
platforms and stakeholders [4].

2.4 Research Objective
Existing design research suggests that dashboards are a suitable
tool for enhancing network and task awareness [54], but also for
handling cross-platform social media data and the information over-
load triggered by the sheer amount of data available through such
platforms [34]. It has also highlighted the CERTs’ need for better
and usable tool support [58, 74] and even though our literature
review revealed a variety of different tools for cyber incident re-
sponse [13, 52, 57], they mostly focus on one network awareness or
a specific data source, thus not providing a cross-platform overview
required for threat awareness and mission awareness [16, 46].

Furthermore, a systematic review of 54 cyber situational aware-
ness visualization approaches highlighted that "only 15 studies that
provide evidence for some form of user evaluations of the proposed
visualization after the design is complete" [29]. By investigating
these studies, we found that most evaluation studies are not tailored
towards the CERT context, employ a low sample of participants,
nor provide rich descriptions of user feedback. By conducting focus
group discussions with participants from 15 national CERTs, a fur-
ther study confirmed the need for a systematic evaluation of used
tools [53]. We seek to address this research gap since evaluations,
ideally embedded into a iterative and participatory design approach,
are useful measures to refine identified user requirements, reflect as-
sumptions of designers and researchers, tailor artifacts for practical
utility, and derive practice-informed design knowledge [61, 64].

By discussing user requirements and outlining design heuristics,
alongside an artifact designed to facilitate the collection, analysis
and communication of public cyber threat and vulnerability in-
formation for CERTs, we also aim for empirical contributions to
the knowledge base, complementing existing research on the col-
laborative, individual, and organizational needs of CERTs [58, 74]

with insights on technology design. Thus, our study seeks to con-
tribute human-centered insights on the threat awareness and mis-
sion awareness levels based on the real-time collection, analysis,
and communication of publicly available threat information [26, 62].

3 METHODOLOGICAL FRAMEWORK
We followed the design research approach of Grounded Design,
which seeks to design tentative artifacts to satisfy user requirements
grounded in practice and generate new design ideas by means of
formative evaluation of artifacts in use [61]. In HCI research, the
elicitation of user requirements has been characterized as fieldwork-
informed design knowledge, which are “highly prescriptive and im-
plementable but are difficult to generalize beyond the settings where
they have been explored” [64]. Conducting formative evaluations,
then, is suitable to identify design heuristics, which represent a
type of practice-informed design knowledge and seek to “incremen-
tally improve the design of specific systems, [which are] usually
depicted in terms of technology properties [and] maintain their
generalizability for a class of technologies” [64]. Allowing us to
generate both specialized user requirements and more generalizable
design heuristics, Grounded Design advocates the use of design
case studies [77] as a research framework, ideally comprising three
key steps: (1) pre-study, (2) IT design, and (3) evaluation.

The empirical pre-study should offer insights into the social
practices before any intervention occurs and aims to “describe al-
ready existing tools, media, and their usage” [76, p. 119]. This phase
seeks to comprehend the current practices from technological, or-
ganizational, and social standpoints, employing empirical research
methods to pinpoint issues, requirements, or opportunities for IT
design [69]. Based on these, the IT design process should include
the description of “the innovative IT artifact from a product as well
as from a process perspective” [76, p. 119]. Through a participatory
approach, design iterations may continue even after the technology
is introduced to potential future users. Lastly, evaluation studies
should "allow the transformative impact of certain functions and
design options realized within the IT artifact to be analyzed” [76,
p. 119]. To capture enduring changes in social practices stemming
from the introduction of IT artifacts, ongoing dialogues and reflec-
tions with practitioners are necessary. Although there is a natural
order of starting points of the phases, Wulf et al. [76] do not under-
stand the phases as being strictly successive, but interrelated: “once
an analysis of existing practices has started, it does not make sense
to stop reflecting upon the momentum of the existing practice;
rather, it continues throughout the design and the study of appro-
priation” [76, p. 120]. In this paper, we conducted three iterations
of pre-study, evaluation, and design (Figure 1).

Although each iteration comprised the steps of pre-study, design
and evaluation (i.e., vertically), we decided to report the cumulative
findings of our pre-study, implementation and evaluation findings
as separate sections (i.e., horizontally). In this way, we could com-
bine methods and results of each step, but also give a short overview
of what changed between iterations. While the empirical pre-study
(Section 4) focuses on deriving user requirements, the implemen-
tation (Section 5) describes the features implemented across three
iterations. Finally, the evaluation (Section 6) reports findings on the
usability and functionality of the developed tool.
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Figure 1: Three iterations of our design case study, comprising pre-studies to obtain user requirements, design interventions
for the artifact implementation, and evaluation sessions in use contexts.

4 EMPIRICAL PRE-STUDY
The initial semi-structured interviews were designed to gain in-
sights into the strategies and technologies used by German CERTs
[18, 31]. The interview guidelines encompassed inquiries related
to several key areas, including (1) the roles and affiliations of the
interviewees, (2) their procedures for reporting cyber incidents, (3)
methods for monitoring cyber incident data such as indicators of
compromise, (4) processes for analyzing, prioritizing, and validat-
ing collected evidence, (5) collaborations among CERTs, and (6)
how recommendations and warnings are communicated. After an
initial round of eight interviews (n=8, I01-I08), the second round
comprised nine (n=9, I09-I17) and the third round additional eight
interviews (n=7, I18-25). Each interview session, conducted with
the acceptance and informed consent of the participants, lasted
approximately 60 minutes. We used a purposive sampling strategy
[12] in order to primarily involve personnel on operational (e.g.,
incident managers as technology operators), but also tactical level
(e.g., internal team leaders) among German state CERTs. In most
instances after our initial e-mail request, we had a short e-mail or
telephone exchange with the respective CERT’s team leaders who
then suggested personnel on operational level suitable to conduct
interviews according to our research goals. In summary, our inter-
views comprised fifteen internal incident managers (I01, I04-I07,
I14, I17-I24), six internal team leaders (I02, I08-I10, I12, I16), three
external information security officers (I11, I12, I15), and one exter-
nal public safety answering point (I13). Overall, participants (23
male, two female) from twelve organizations, including nine CERTs
and three other organizations, were included in our pre-study inter-
views. Due to the sensitive nature of our organizational research,
we did not elicit further demographic data from our participants
and refrain from mapping them to explicit organizations.

The analysis was conducted by three researchers (two white
male, one white female) from the domains of HCI, CSCW, and

information security. We conducted a qualitative content analy-
sis using the inductive category application step model, which
involves a bottom-up process that includes open coding, as de-
scribed by Mayring [48]. For the analysis and interpretation of the
conducted interviews, we followed the approach of Kaiser [30],
which includes several key steps: transcription of the interviews,
coding of the transcribed text, identification of core statements,
expansion of the data corpus, and finally, theoretical analysis and
interpretation. Initially, we generated complete transcripts of the
interview data and then analyzed the gathered documents and in-
terview transcripts, applying emerging codes derived from the data.
As our goal was to identify requirements as a means of fieldwork-
informed design knowledge [64] for the design of novel and support-
ive technology, our main codes reflect the high-level requirements
(N=16) outlined in Table 1, while our sub codes constitute more
fine-grained requirements (N=83). These requirements categorized
into the areas of gathering (4 main and 28 sub codes), analysis (8
main and 40 sub codes) and communication (4 main and 15 sub
codes). During biweekly team meetings, we iteratively discussed
and revised these codes until we reached consensus [49]. Qualita-
tive reliability and validity was achieved by the iterative approach
of the research design, which created a feedback loop between the
derived requirements, their implementation and the evaluation by
the experts during the cognitive walkthroughs throughout three
iterations. Thus, subsequent iterations allowed us not only to reflect
upon existing user requirements, but also to add and contextualize
newly elicited requirements.

4.1 ICT Use in German State CERTs
An attempt to generalize ICT use of German state CERTs is depicted
in Figure 2. The technology use can be roughly categorized by the
three components of cyber situational awareness. First, in order
to establish network awareness, incidents are either reported by
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Figure 2: Example of a state CERT information and communication technology infrastructure.

customers (via mail or telephone) or detected by software (such as
intrusion detection). After initial information about the incident
is gathered, CERTs use a ticketing and reporting system to collect
their evidence for incident response. Second, threat awareness is
collected and analyzed using awareness-focused (e.g., manufac-
turer websites, security advisory feeds, and social media channels)
and collaboration-oriented (e.g., malware information sharing plat-
forms, the VCV collaborative chat) channels. Finally, in order to
achieve mission awareness, the collected evidence is then used to
inform a certain stakeholder with specific recommendations, to
provide (daily) reports for selected stakeholders (e.g., a daily vul-
nerability report for ministries), or to issue a general warning for
multiple stakeholders (if large ICT infrastructures are threatened).

4.2 Threat Awareness and Processing
In terms of awareness-focused evidence, the backbone of CERT
activities lies in analyzing manufacturer websites and security ad-
visories to identify IoCs. However, they are provided in different,
regularly changing formats, thus lacking interoperability, which
makes it hard to maintain software for structured acquisition and
sometimes requires the development of individual scripts.

"I work with Python and I deal with data streams
among systems, e.g., parsing data from one system,
transforming and cleaning the data received and fi-
nally pushing them to another system" (I23).

As a consequence, CERTs have to manually check manufacturer
websites and security advisories on a daily basis for their reporting,
which can consume up to two hours daily (I10, I12). Thus, the sheer
volume of publicly available data may lead to information overload,
requiring measures to prioritize relevant information.

"Handling security alerts manually can be overwhelm-
ing. The volume can lead to information overload, and

there’s a risk of missing critical details. Automation
would greatly enhance our capabilities" (I19).

Since multiple security advisories are used for gathering informa-
tion, CERTs are confronted with the issue of redundant infor-
mation as "an unsolved problem in the CERT community" (I10),
requiring a manual deduplication of entries or information.

"Manual data correlation is challenging and prone to
errors. Each tool generates data in a different format,
and making sense of it requires a lot of effort. Lack of
integration among tools hampers efficiency" (I20).

While, in principle, a cross-platform visualization of gathered in-
formation was seen as useful, it should support users in correlating
information from different data steams, requiringmodularity:

"Current practices can be cumbersome and time-consuming.
While a dashboard would help centralize information,
manually correlating data from various sources can
slow down the process" (I18).

Some CERTs actively monitor social media to identify IoCs (I1, I3, I5,
I6). Their main approach is to follow and monitor Twitter accounts
of security experts and organizations, occasionally combined with
topic-specific searches. Although automatedmonitoring of social
media is generally desired, a major part is still conducted manually:

"Currently, we do not have the capacities to monitor
all media. We would benefit from a higher degree of
automation, however, we need the legal foundations
before" (I1).

Thus, when using automation for gathering public data, data min-
imization, protection, and privacy regulations of individual
organizations and states must be considered (I09, I15).

"Ensuring data privacy and security is an ongoing
challenge. As we centralize more data, we need to
guarantee its confidentiality and protect against unau-
thorized access" (I25).
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Furthermore, keeping up with evolving threats is a significant chal-
lenge, since "threat actors constantly adapt their tactics and tools
need to evolve just as quickly" (I24), requiringflexible adaptations
of the used technology.

4.3 Mission Awareness and Collaboration
Due to the different capabilities and resources of CERTs, two CERTs
do not monitor social media but receive the information from a
different state division or other organizations, such as the BSI or
another CERT. Thus, the VCV constitutes a crucial "web of trust"
(I03) for information verification, which is, however, limited by
manual processes:

"But there is potential for improvement, i.e., the timely
exchange of technical safety-relevant information is
still done manually between teams today" (I3).

Besides the need for collaboration in the VCV, IoCs are collected
using a shared instance of MISP, which allows the provision of
structured malware information that can be imported into IDS
software to enhance their detection capabilities. Although it "works
better than solutions using pattern detection" (I10), if IoCs are
detected by multiple CERTs, there is a risk for redundant entries:

"In the VCV, we talk about IoCs and check [manually]
if they [have] already [been] entered twice or three-
fold [into MISP]. The redundancy check has not been
automated yet" (I6).

However, the need to switch between different tools affects produc-
tivity as "analysts spend more time navigating tools than analyzing
threat" (I23), suggesting that a centralized or integrated solution
would be more efficient.

"The absence of a unified platform leads to disjointed
workflows. Analysts have to switch between different
tools to gather insights, which can be time-consuming
and counterproductive" (I21).

For the communication of cyber threats, six participants described
reaching specific target groups as challenging because currently,
not all CERTs use multiple channels for dissemination. An expert
further described that depending on their IT knowledge and skills,
users often have additional questions when receiving a general
warning message:

“There are often inquiries from individuals because
the people out there are not all technically savvy, and
then we have to give advice and provide support over
the phone” (I10).

Although cyber incidents are often documented in a ticket sys-
tem, three participants described the challenging manual effort to
convert and publish them as a security warning:

“HTML code can be generated from the ticket, which
then has to be imported relatively easily, but manually,
into the TYPO3 system” (I10).

Thus, further three participants wished for customizable warning
messages for target groups in the form of selecting keywords
to generate a message for a group instead of writing individual
messages. One expert described a potential form of automation:

“The message is automatically created, through the
case, category and target being automatically identi-
fied [...]" (I12).

Moreover, three participants described the lengthy approval pro-
cess of warning messages as challenging due to having to wait for
approval from multiple individuals.

“What is always very time-consuming from my point
of view is the internal approval of warning messages,
because there are also other things that the approving
parties need to take care of” (I13).

Finally, two CERT members wished for an approval platform
for warning messages that speeds up the approval process of a
message, for example, by creating “[. . . ] a platform on which to
revise this document without constantly sending it back and forth.
Maybe that would make it a little easier” (I13).

5 IMPLEMENTATION
To design our demonstrator, we organized four design workshops
involving a total of nine participants from our project consortium.
Our team consisted of three researchers specializing in cross-media
cyber situation picture creation, two researchers focused on actor-
specific cyber alert communication, two CERT incident managers
representing the application domain, and two developers respon-
sible for the frontend and backend implementation of our artifact.
Each workshop had a duration of approximately two hours, but it
is important to note that we also discussed further design progress
during our monthly jour fixe meetings, each lasting 45 minutes.
However, these meetings covered various topics within the project’s
scope. These workshop were designed to discuss user requirements
and derive design objectives for the implementation (Table 1).While
the empirical pre-study served as the primary source of user re-
quirements, additional requirements were gathered in follow-up
evaluation sessions, which allowed participants to reflect require-
ments during the use of our demonstrator. For instance, the evalua-
tions allowed for a better understanding of the requirements A1,
A5 and A6, while A4 and A7 were completely new requirements
elicited in evaluation sessions.

Following the analysis of initial pre-study interviews, the authors
conducted the first design workshops (W01, W02). While W01
aimed to outline the backend architecture and discuss an initial set
of requirements, we created a low-fidelity mockup of the intended
artifact in W02. The input from these workshops allowed us to
refine the requirements, while our developers began working on
the initial tool version for subsequent evaluation. Based on these
evaluations and the second round of interviews, we compiled a
nearly complete list of requirements. The subsequent workshop,
W03, was dedicated to fine-tuning, prioritizing (using the MoSCoW
technique [11]), and discussing the progress regarding the initial
requirements. Following the redesign of the artifact, a second round
of evaluations and a third round of interviews were conducted.
Finally, W04 was used to review the progress on requirements
and reassess priorities for the remaining rounds of redesign and
evaluation.While few practitioners were included in the workshops,
multiple rounds of evaluation with CERT employees allowed for a
participatory integration into the design process [68].
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# User Requirements Design Objectives It.
G Gathering
G1 Manual efforts of data collection should be re-

placed by (semi-) automation.
Security advisories, CVEs, IoCs, and social media infor-
mation shall be collected automatically via APIs.

1

G2 Enablemodularity to add new data sources and
features in the later course of development.

Interface-based programming allows to add further data
sources and a modular design is used at the frontend.

1

G3 Allow gathering of data from different sources
and unify collected data for interoperability.

Data from different sources will be stored consistently
using the ActivityStreams 2.0 Core Syntax.

1

G4 Offer ways to support data privacy and secu-
rity (e.g., anonymization and data sparsity).

Users shall be able to select the metadata to collect and
decide after how many days data should be deleted.

2

A Analysis
A1 Allow for the visualization of important data to

get an overview and accelerate decision making.
A feed is displayed per data source and important criteria
are visualized via filterable charts.

1

A2 Allow for customization of data sources, filters,
features, and settings to fit individual needs.

The displayed data of each feed shall be filterable based
on the characteristic information of the specific source.

1

A3 Automatically detect and filter out redundant
information across different sources.

Unique database identifiers prevent redundant entities
and redundant information (e.g., retweets) is filtered out.

1

A4 Facilitate the relationship awareness between
different data feeds.

Implement a global search function to filter information
across different feeds.

2

A5 Display only priority (relevant) information to
prevent the overload of human capacities.

Filtering of data sources with full text search or specific
fields (e.g., software used by the organization).

2

A6 Evaluate information based on trustworthiness
and provide data to the user for verification.

Links to the original source, displayed metadata, and
traffic light indications for the verification of content.

2

A7 Enable the bidirectional integration into existing
organizational software.

The backend includes a RESTful web service for data
gathering by external software and users.

2

A8 Facilitate informationmanagement for differ-
ent users or organizational roles.

Users shall be able to select the required data sources,
adjust filter criteria, and pin important information.

2

C Communication
C1 Support the (inter-)organizational collabora-

tion of teams across organizational hierarchies.
Integrate the VCV chat for organizational collaboration
and provide reporting functionality for decision-makers.

3

C2 Simplify the intra-organizational approval of
cybersecurity warnings.

Warnings should be uploadable to a platform where su-
pervisors can approve them.

3

C3 Facilitate the communication of cybersecurity
warnings for diverse cybersecurity stakeholders.

Provide customizable warning templates for the commu-
nication with authorities, citizens, and enterprises.

3

C4 Allow for the dissemination of reports and
warnings across multiple platforms.

Provide measures to export reports (DOC/PDF) and dis-
semination warnings messages (E-mail, Twitter).

3

Table 1: Overview of the derived user requirements, design objectives and the iteration (1, 2, 3) of their implementation.

5.1 Conceptualization
The functional and technical concept comprises three modules
which are further differentiated by multiple components (Figure 3).
First, the gathering module operates entirely in the backend and
comprises the task, scraping and interface components. The task
component initially accepts the search requests of the users. In addi-
tion to keywords and other metadata, these search requests define
in particular the data sources from which information is obtained.
For data sources that are not connected via an API (e.g., advisories
and websites), the scraping component returns the found results
to the task component together with web scraping technologies;
however, if the data sources are accessible via an API (e.g., social
media, vulnerability databases), the interface component returns
the requested information to the task component. However, before
the Task Component stores the results in the database (remote
storage), the analysis module is addressed to enrich the data.

The analysis module includes the credibility, priority (backend)
and dashboard (frontend) components. The task component sends
the collected data to the credibility component to calculate the
credibility of the data and then to the priority component to pri-
oritize the data. After the analytically enriched data is saved in
the database, the task component sends the data to the dashboard
component for visualization. Furthermore, the data is now stored
in a local database (web storage) so that users can perform certain
analytical operations (e.g. interactive filtering of data) directly in
the frontend. Finally, the communication module is connected to
the dashboard, which links the message and export components.
The message component allows to send information and warning
messages via different channels (e.g., e-mail) to target group ac-
tors and the formulation of messages is supported by templates. In
addition, the export component allows relevant information to be
exported to other applications (e.g., Excel, MISP, OTRS, VCV).
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Figure 3: Current architecture of the artifact with basic (green), analysis (yellow) and communication components (orange).

5.2 Implementation
The frontend of our artifact is a web application based on Vue.js,
including Bootstrap for responsive design and Chart.js for data vi-
sualization. Besides some local filtering options, all other actions of
the frontend, such as searching for posts in open and social media
or managing users, are forwarded to an API backend. The back-
end is realized as a service following the paradigm of a web-based
and service-oriented architecture, which allows data provision for
external organizational software (A7). It is a Python application
using the Flask Framework for RESTful web services and the Mon-
goDB database for document-oriented data management. Several
libraries facilitate the automated and continuous real-time collec-
tion of data from open sources, such as NVD vulnerabilities, IoCs,
and RSS feeds, or social media source APIs, including Flickr, Reddit,
Tumblr, Twitter, and YouTube (G1). Interface-based programming
was applied to achieve a modular application that enables the en-
hancement of these implemented sources in future iterations (G2).
To overcome the diversity in data accessibility and structures, all
entities are processed and stored according to the ActivityStreams
2.0 Core Syntax in JavaScript Object Notation (JSON) (G3). For the
persistently stored data, the system operator has the possibility to
specify an expiration date on which the data will be deleted (G4).
Furthermore, unique database identifiers were utilized to prevent
the storage of collected data that already exist in the database and
would therefore represent redundant information (A3).

The interface as depicted in Figure 4 comprises up to four feeds
with security advisories, CVEs, IoCs, and social media data. The
security advisories are embedded via RSS feeds provided by soft-
ware and hardware vendors, and the API of the NVD database is
used to populate the CVE feed with documented vulnerabilities.
Furthermore, we decided to use the ThreatFox platform to receive
IoCs and individual platform APIs to gather information from social
media (e.g., Reddit or Twitter). For each feed, specific charts and a
different set of available and characteristic information is displayed

per entry (e.g., a textual description and the CVSS score for CVEs,
amongst others; the author, body of text, and retweets of a Twitter
post) (A1). The displayed data set can be selected in the upper left
corner and is based on predefined individual parameter settings
used to query the various sources. On demand, users can display
or hide individual or all feed entries and pin important entries that
are then highlighted and displayed in the black bottom pin menu
for quick access (A8). In order to filter the displayed information,
users can either click on the interactive charts (e.g., on the critical
bar to only show critical vulnerabilities within the CVE feed) or
open an advanced filtering menu with additional options (e.g., also
filtering by the CVE id or the affected product of a vulnerability)
(A2). In the top-right corner, a full text search field allows searching
for keywords across the different feeds simultaneously (A4), while
an algorithm is used to compute the priority of CVE entries using
contextual data (A5). When CVE entries are posted to vulnerability
databases, their initial CVSS score is mostly calculated with base
score metrics. Our algorithm includes environmental and temporal
score metrics to better prioritize information. As a rigor evaluation
of the algorithm is not within the scope of this paper, we did not
include further detailed information. To make the collection and
processing of data in the application transparent, each displayed
information contains a link to the external source (e.g., the NVD
for the vulnerabilities) to enhance verification capabilities (A6). Al-
though the use of a credibility assessment algorithm was discussed,
it was not finished within the scope of the research project.

Furthermore, we implemented a Mastodon chat interface in the
bottom-right corner to evaluate the idea of CERTmembers exchang-
ing knowledge on current cyber incidents or important vulnerabili-
ties (C1). In order to share detected threats with third parties, the
communication module was implemented (Figure 5). The module
supports the generation of warning messages using a template to
adapt the information and language for the corresponding target
group (C3). By the use of drop-down menus, the user can select



Cyber Situational Awareness in Computer Emergency Response Teams CHI ’24, May 11–16, 2024, Honolulu, HI, USA

Figure 4: Interface of the cross-platform cybersecurity dashboard featuring security advisories, vulnerability reports, indicators
of compromise, and social media feeds.

information regarding the message (e.g, type of incident, affected
target group, hyperlinks, and related CVEs), the affected software
(e.g. name, version, operating system, and type of attack), and pro-
vide a risk classification and countermeasures. Depending on the
selected properties, the generated text comprises placeholders to
further specify the characteristics of the threat and countermea-
sure instructions. While it also allows to classify the sensitivity of
information based on the Traffic Light Protocol (TLP), due to the
limited time of the research project, we were not able to imple-
ment an approval system at sufficient maturity for evaluation with
CERT employees (C2). However, different channels (currently e-
mail, Reddit and Twitter) are provided to disseminate the previously
generated alerts and reach the affected stakeholders (C4).

6 EVALUATION
Following the notion of situated evaluation, the primary objective
of our evaluation was not only to assess the alignment between
evaluation objectives and outcomes but also to elicit subjective
perspectives from experts regarding the practicality and relevance
of the technology in real-world scenarios [73]. Thus, our evalu-
ation approach involved cognitive walkthroughs with users [45]
followed by short semi-structured interviews. For the cognitive
walkthroughs, we initially defined three tasks: searching for specific
information related to suspicious activities from three IP addresses,
assessing critical vulnerabilities of a particular browser version,
and responding to a chat request concerning SSL certificate issues
within conferencing software. To ensure comprehensive interaction
with various types of data, data sets were prepared for all tasks
throughout the evaluation process. Participants were instructed to

vocalize their thoughts as they navigated through the tasks, follow-
ing the think-aloud protocol [50]. We applied a coaching-oriented
approach by asking direct questions about different areas of the
tool (e.g., if the participant stopped verbalizing their thoughts) or
providing help when the participant was struggling [56].

During our first evaluation sessions, we saw that participants
preferred to freely explore the tool or chose their own tasks known
from daily practice. We thus offered subsequent participants the
opportunity to carry out the predefined tasks (N=3) or a free ex-
ploration of the tool (N=22), potentially with own tasks in mind.
Although this limited the comparability of the task performance,
it was more important to us to not restrict the free expression of
ideas through an overly rigid design, which also allowed us to get
more realistic insights from their actual work practice. Subsequent
semi-structured interviews were designed to prompt participants to
reflect on the evaluation process and thus allowed the comparison
of participant statements with regard to the key topics of the evalu-
ation. The interview questions focused on perceived (1) usability
and visual presentation, (2) data sources and types of information,
(3) search and filter functionality, (4) information prioritization and
credibility assessment, as well as (5) collaboration and communica-
tion functionality.

The evaluation with German CERT employees was conducted in
three iterations, with twelve participants in the first round (N=12,
E01-E12) [33], seven in the second round (N=7, E13-I19), and seven
in the third round (N=7, E20-25). Each evaluation session, conducted
via web conferencing tools after obtaining informed consent, lasted
approximately 60 minutes. Following the purposive sampling strat-
egy [12], we used our contacts established during pre-study sessions
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Figure 5: Interface of messaging component, which allows the interactive and template-based creation and dissemination of
warning messages across multiple channels.

and put a stronger emphasis on incident managers as technology op-
erators in practice. Thus, the participant pool (23 male, two female)
consisted of nineteen internal incident managers (E05-E10, E13-19,
E20-E25), three internal team leaders (E02, E11, E12), and three
researchers specializing in HCI, information security, and artificial
intelligence (E01, E03, E04). All interviews were recorded and tran-
scribed with participant’s consent. As not all organizations from
our empirical pre-study were able to engage in a more in-depth co-
operation (e.g., due to a lack of resources), participants from seven
organizations, including five CERTs and two other organizations,
were included in our evaluation sessions.

In accordancewith the pre-study (Section 4), the three researchers
conducted an inductive qualitative content analysis using the de-
scribed consensus coding approach [30, 48]. Overall, our analysis
yielded 58 codes, reflecting the categories of usability and visual
presentation (13 codes), data sources and types of information (10
codes), search and filter functionality (14 codes), information pri-
oritization and credibility assessment (11 codes), as well as com-
munication and collaboration (10 codes). Since the dashboard was
developed in three iterations, not all features were available from
the beginning of our evaluations (Table 1).While the first evaluation
was limited to the features of data collection and the customizable
visualization, the second iteration allowed for more insights on the
credibility and priority components. The third iteration included
the export and message components. However, since we asked for
further wishes and remarks in every iteration, we were also able to
distill information on the yet to be implemented components.

6.1 Presentation and Usability of the Tool
During our walkthroughs, the first impression of the dashboard
was generally positive among most participants, highlighting the
capability to provide a quick overview of collected data and ac-
knowledging that the “interface is incredibly user-friendly, making

navigation and task execution a seamless experience” (E22). Many
participants commented that they have to obtain much or all of their
data manually from different sources or use several tools for this
purpose. Therefore, all participants welcomed the integration of
the most relevant data sources in one dashboard, allowing them
to conduct cross-feed searches and perform tasks more efficiently:

"As a digital forensics and incident response specialist,
quick access to relevant data is crucial for effective
response, and this system delivers exactly that. The in-
terface is not only well-organized but also responsive,
allowing me to perform tasks efficiently" (E23).

However, some participants also expressed concern that the initial
amount of data displayed may be too large and that the tool
may overwhelm the user by not managing information overload
properly (E02, E03, E06) combined with limited staff available to
oversee large amount of data:

“The only problem is [that] a half position is dealing
with this around the clock and that was simply far too
much information. Because when it really gets busy,
the art is to find out the information that is really
important for someone using the dashboard” (E02).

Still, the interactive diagrams and visualizations in the header
of each feed are considered very helpful. Some participants would
prefer a different chart in the social media feed (E08, E09, E10),
which displays the frequency of posts over a certain period (E04) or
shows how many times a keyword was found in all datasets (E10).
Some participants suggest that all feed entries should be initially
collapsed and be expanded as needed (E03, E07, E08):

“At the beginning it’s quite overwhelming, I would
prefer to have it folded or even just the overview
things and I can then look for the things myself” (E03).



Cyber Situational Awareness in Computer Emergency Response Teams CHI ’24, May 11–16, 2024, Honolulu, HI, USA

During system use, the feed layout was considered reasonable
by many participants (E01, E02, E04, E07, E10). If additional data
sources would be included, some would hide less relevant feeds
as they consider four columns to be ideal (E02, E10), or minimize
individual feeds for a short time to focus on another feed (E07).

6.2 Data Sources and Types of Information
In general, our participants expressed positive attitudes regarding
the data feeds, but it is apparent that they have very different
requirements for the type of data and its presentation. When
analyzing the CVE feed, some participants did not consider it useful
to display all CVEs and would like to have some pre-filtering based
on the products used in the own organization (E05, E10) or would
like to receive information on whether a CVE is new or was only
updated (E07). The CVEs should then be filtered automatically
according to a specified product list:

"I would like to have a pre-filtering in certain areas,
namely that one could configure in some form which
advisories are relevant for the state administration
or which software is used by critical infrastructure
operators, for example" (E10).

For some participants, the indicators of compromise feed is not
relevant because they already use more advanced tools for IoCs,
such as MISP (E05, E06), while others liked the integration of IoCs
into the dashboard (E08, E09), for instance, to enter data directly into
the firewall configuration (E02). Regarding the security advisory
feed, some participants remark that they maintain a list of websites
they regularly check for new advisories (E07, E10), but since not all
vendors provide RSS feeds for their advisories, they have concerns
if all necessary sources can be integrated into the tool:

“Many smaller manufacturers, and this is very annoy-
ing, have neither an RSS feeds nor a mailing list. They
publish a new version and don’t even say that there
was a security gap in their software” (E05).

The social media feed is seen as particularly useful by some par-
ticipants (E01, E05, E06, E08), while others state that social media
plays a marginal or no role in their daily work (E10). However, five
participants would like to see some connection between differ-
ent feeds to establish relationships between pieces of information
and getting a better overview of the overall situation:

“What is much more relevant to me is if we could
get these security advisories, CVSS, social media, to
talk to each other in a logic. If a relevant security
researcher writes something about [software], if I see
a CVSS score of ten, and then that also shows up in
the security advisories, it has to flash deep red” (E06).

Moreover, participants suggested the integration of additional
data sources, such as other vulnerability databases (E03), vulnera-
bility reports from the BSI (E07, E10), websites with security news
(E05), and external threat intelligence feeds:

"Having real-time access to relevant threat data from
multiple sources would elevate our proactive defense
capabilities. Additionally, the ability to customize alerts
and notifications based on specific criteria would fur-
ther streamline our incident response process" (E20).

6.3 Cross-Feed Search and Filter Functionality
Considering the dashboard’s search and filter functions, especially
the global search field was rated positively by several participants,
as it allows to search for specific terms across all feeds quickly:

"It helps us narrow down our focus and identify rele-
vant details swiftly. The user-friendly interface makes
searching and filtering a straightforward process, which
contributes to a more effective analysis" (E22).

However, during the walkthroughs, it was sometimes difficult for
participants to figure out how to clear the search filter after a
query in order to display all results again (E02, E12). Thus, some
participants would like to use Regex to filter the results (E03,
E12) and suggest that the search box should be designed to include
as many standard features from Unix command lines as possible,
such as a history like the one in Bash since CERT staff tend to be
more technically inclined and work with terminals daily.

"I would prefer to use regex filters for including and
excluding terms to get the relevant output across all
feeds and data. I would also suggest to add a history
in a drop-down box so that the last 50 or so entries
can still be displayed and clicked on again" (E12).

The filter options for the individual feeds were often considered
helpful, but numerous ideas for additional filters were expressed.
For example, the CVE feed should include a way to filter by man-
ufacturers or products (E01, E11), which should rather offer a
selection list instead of a free text field to avoid typing mistakes
(E04). While some participants would find it useful to be able to
predefine keywords or products in a kind of profile beforehand (E01,
E09, E10), others suggested to connect infrastructure research mod-
eling software (e.g., Netbox) to automatically filter for the products
used in the respective organization (E11):

“It would be useful to store and highlight products
that are used in our organization. Information related
to such products are certainly more relevant” (E10).

The possibility to filter data sets by clicking on the charts was
quickly discovered during exploration by some participants, who
found it helpful and intuitive.While in general, filters are considered
useful by most participants, some would tend to use the global
search first (E01, E03), as they feel this is faster and easier than
setting up filters in the individual feeds:

“On the desktop PC, I have an everywhere search.
Then I enter a search term, and sometimes I have the
feeling that I can find information faster than going
through any structures or hierarchies” (E01).

6.4 Credibility and Priority Assessment
While some participants saw the search and filter function as a good
starting point for identifying and prioritizing relevant information
(E03, E07), others stated that the CVSS score provided by vulner-
ability databases is highly relevant, but sometimes rather seen
as an upper bound (E14, E15, E16). One participant mentioned that
the CVSS 3.1 algorithm is not justified empirically nor formally,
sometimes requiring employees to act against their intuition:
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"When the CVSS score is high, then it’s a high notifi-
cation. I could never argue in front of a secretary of
state that I personally didn’t find it that severe" (E16).

Thus, the use of environmental score metricswas seen as highly
relevant for improving the usefulness of CVSS scores, especially
the affected product and its version are among the most important
attributes (E13, E14, E15, E16). Beyond, widely used software was
considered more relevant, such as office products and web browsers.

"For the administration, this means office products,
browsers and video conferencing. In a medium-sized
enterprise, then the attacked party will perhaps say:
yes, for us it is important that the accounting system
works, because we have to make money with it" (E13).

In terms of temporal score metrics, participants expressed that
they deem an attack more likely, the more resources exist for an
exploit and the more attention a vulnerability receives (E13, E16).
A measure for the attention a vulnerability receives is the number
of notifications that mention a particular CVE.

"I have written a parser, which uses RSS feeds from
website like Golem, Heise Security, Register, Bleep-
ingComputer, and so on. And there you can already
see, when everyone starts to report about something
then you should urgently follow up on it" (E16).

Further participants state that the dashboard would benefit from
clustering and deduplication algorithms (E05, E13, E16). To re-
duce information overload, notifications that report about the same
vulnerability should be grouped and there should be an indicator
about the number of notifications in that group.

"If there are really many reports about [the incident],
you should have a cluster and to see, for example:
okay, there are 20 messages in there about one topic,
and then you get a few specific pieces of information
extracted, so that you have an overview of it and it’s
not loaded full by any duplicates" (E13).

The priority of information further depends on the credibility of
authors and content. Those involved in social media would like to
define a list of trusted experts, whose posts are highlighted in
the feed (E01, E05) or even displayed in a separate feed (E06).

“So the evaluation of the information, I do that by
allowing or disallowing the sources. If I have a source
that I don’t like, then it doesn’t come in. [...] This step,
I do it at the beginning” (E02).

Participants discussed diverse indicators for credibility assess-
ment, which are especially relevant for social media content (E17,
E18, E19). Especially links to known trusted websites, the confirma-
tion of information by experts, further mentions of the incident in
other source media or the style of writing (i.e., grammar) were seen
as important precursors to estimate the credibility of information.
However, also the credibility of the author must be considered,
which might be traceable by a known username, a URL to a profes-
sional profile, or previous posts on cybersecurity incidents.

6.5 Collaboration and Communication
With regard to the integrated collaborative chat, some partic-
ipants suggested that their chat environment is too extensive for

integration since it offers different chat rooms and the possibility
for private chats, which takes up too much space in the dashboard
and thus is rather distracting (E02, E07). However, most participants
generally see a benefit in communicating with colleagues inside
and outside their organization through chats.

"I value systems that streamline collaboration and
communication. Sharing data with colleagues is seam-
less, and the balance between automation and manual
analysis is well-thought-out" (E24).

While the integration into existing organizational software
was already suggested to automatically filter for relevant products
(E11), another opportunity lies in the integration of case man-
agement features, such as provided by ticket systems, to further
enhance collaboration:

"The ability to create and manage incident cases di-
rectly within the platformwould streamline collabora-
tion among team members and external stakeholders
[and] create a holistic environment for handling inci-
dents from identification to resolution" (E24).

When exploring the system, several participants valued the semi-
automation provided by interactive message templates across
multiple platforms, because messages were often created and sent
manually by the use of Word templates (E23, E24). While one par-
ticipant requested the option to select multiple target groups to
create multiple warning messages simultaneously (E25), the section
of different message parameters and use of placeholders were well
received and described as intuitive (E23).

"In practice, the module would save a lot of work.
Here you could really achieve optimal results in a
short time" (E22).

When participants were asked about the export and reporting
capabilities of the tool, multiple participants were satisfied with
a simple export of records in list form as a PDF or Excel file (E07,
E08, E09), while one requested the ability to annotate records with
further information (E03). Thus, the dashboard should allow the
user to select the data to be exported, such as by specific keywords
or using the pinned posts from the dashboard (E01, E02, E04).

“If it is critical, then I have to send it away immediately.
I think the federal government had eight categories
with different colors. When the firewall were marked
as red, I pinned everything that I then felt was impor-
tant for firewalls and that was sent together” (E02).

7 DESIGN HEURISTICS
By reflecting the results gathered from three iterations of empir-
ical pre-study, design and evaluation using the analytical frame
of cyber situational awareness, we identified eight design heuris-
tics regarding the cross-platform collection (D1, D2), analysis (D3,
D4, D5), integration (D6), and communication (D7, D8) of cyber
threat information, which according to our design case study with
German state CERTs contribute to an enhanced threat awareness
and mission awareness if realized in a properly designed artifact.
To contextualize and discuss the identified design heuristics with
previous findings, we will refer to participant IDs (I01, E02) and
identified user requirements (G3, A1, C4).
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7.1 Design Heuristics for Threat Awareness
In terms of threat awareness, the support the automatic andmod-
ular integration of closed and public information sources
(D1) was seen as an important foundation of the dashboard. While
we could achieve the automatic gathering of security advisories,
vulnerabilities, indicators of compromise, and social media data, as
not all sources are provided by APIs suitable for automation of data
access (G1). Especially the different, regularly changing structure of
security advisories was seen a challenge for software development
(E05, E07, E10), which might be alleviated by the recent introduc-
tion and promotion of the Common Security Advisory Framework
(CSAF) [42] or the use of web scraping technologies [71]. While
our architecture allows for a modular implementation of new data
sources on code level, some participants (E05, E06) with technical
expertise asked for the realization of a plug-in system to integrate
relevant (closed) information sources on their own (G2).

Furthermore, the need toprovide an interoperable andprivacy-
preserving data management (D2) became apparent. First, we
used the ActivityStreams 2.0 Core Syntax to be able to provide het-
erogeneous data in a unified format as a web service (G3). However,
due to the scope of our study, we were not able to evaluate the
usefulness of this design decision. Furthermore, multiple partici-
pants (I09, I15, I25) highlighted that data minimization, protection,
and privacy regulations are an ongoing challenge (G4). While we
implemented options to select collected metadata and decide after
how many days data should be deleted, the legal foundation of
monitoring of social media varies by federal state and necessitates
at least the option to deactivate non-compliant data sources.

The customizable visualization of relevant cyber threat
information (D3) was seen as the core feature of the dashboard.
When considering different interaction types, such as proposed by
the visual information-seeking mantra [65], participants valued
the provided overview (E03, E22, E23) and filtering (E01, E02, E22)
by interactive charts and textual filter criteria (A1), such as the
affected hardware or software, some more technical staff would
prefer to use a cross-feed single search field with operators, regular
expressions, and an auto-complete feature to repeat recent queries
(E03, E12). With regard to data sources, it became apparent that
some CERTs use other tools for processing IoCs (E05, E06) and some
had no interest in monitoring social media (E10). These statements
highlighted the need to allow the customization of which data types
should be displayed in the interface, which was subsequently im-
plemented in the interface (A2). While the dashboard also provides
details on demand by extend views and hyperlinks and allows to
share exported data, future revisions should explore further inter-
action types [29], such as zooming into aggregated data, providing
a history, supporting the linking of different visualizations, and
enabling to view relationships between items.

Especially the latter became apparent as our participants re-
quested to facilitate relationship awareness between different
cyber threat information and feeds (D4). The evaluation showed
a great need to find related information in other feeds quickly
and easily (E06). While the filtering of irrelevant information (I10,
I20) was seen as an important precursor of relationship awareness
(A3), participants also envisioned the use of clustering (E05, E13,
E16) to combine similar content in a meaningful manner. Relevant

studies have already investigated clustering and topic modelling
techniques for various application domains in the cybersecurity
field [28]. To alleviate information overload, a suitable approach
is to embed the data in a meaningful numerical space and apply
clustering techniques to it [39]. Following the completion of this
process, an automatic method for labelling clusters can provide an
overview and description of the resulting clusters [5, 20] Although
the dashboard currently contains data from four distinct source
types, the only cross-platform interaction is facilitated by the global
search field (A4). For example, CVE numbers are often referenced
in security advisories and in a future revision the dashboard could
automatically detect these and display them in the CVE feed. By
linking the information, CERT staff enhance relationship awareness
and can better verify the relevance of information by comparing it
to similar information from other data sources.

Although the tool allows filtering for relevant information and
displays information to facilitate the credibility assessment of con-
tent and sources, it further requires intelligent algorithms for
credibility assessment and threat prioritization (D5). While
the use of enhanced CVSS metrics was seen as a useful approach
(E13-E16) to improve the prioritization of vulnerabilities (A5) and
the display of relevant metadata (E17-E19) was valued to facilitate
the verification of information (A6), a big potential lies in the appli-
cation of machine learning. Considering the large volumes of social
big data generated in large-scale incidents, the recent past saw a
large body of research on using AI for clustering or topic model-
ing [38], to detect events [59], identify relevant information [32],
or assess credibility [78], which could be integrated and tailored
to the domain of cybersecurity. However, even when following
the principles of explainable AI [63], our participants stated that
such algorithms may be a useful addition but cannot replace the
manual assessment of data. Due to recent enhancements in large
language models, few-shot learning [9], data augmentation [6], and
explainable AI [21], we suggest the design of human-centered ma-
chine learning pipelines allowing the rapid training and adaption
of cybersecurity models (Figure 6).

7.2 Design Heuristics for Mission Awareness
Taking the perspective of mission awareness, the participants sug-
gested a deeper integration with organizational structure and
security systems (D6) that are in use at their organization. For
instance, some CERTs use a ticket system to track the status of their
tasks and the evidence on cybersecurity threats and vulnerabilities
collected via the dashboard would be useful to maintain and update
their tickets (I10, E24). Moreover, some CERTs use infrastructure
resource management (IRM) software, which could provide the IT
resources used at the organization in order to automatically adapt
the dashboard filters to relevant products (E11) but is missing in
the current implementation of the dashboard (A7). Furthermore,
the integration of products used in the respective organizational
network (e.g., as a separate feed) would enable the inclusion of
network awareness features into the dashboard [41]. Given the
different roles and tasks processed by CERTs [58], a role manage-
ment is vital to facilitate the customization of relevant data sources
and visualized information feeds according to the preferences of
individual operators (A8).
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Figure 6: Method for a customizable and transparent classification of cyber threats. The explanations and probabilities of cyber
threat classification can then be visualized in the dashboard, allowing a quick adaptation of the base model with few-shot
learning and data augmentation when new detection requirements are formulated or classification results are insufficient.

Furthermore, the facilitation of (inter-)organizational col-
laboration for threat management (D7) was mentioned as an
important feature. The pin feature was considered useful by many
participants (E01, E02, E04), but it was also requested to enable
the sharing of pins with other users, as CERTs often want to share
their insights on a specific topic with colleagues or even with other
CERTs [58]. In addition to a structured and textual export of data
records, participants valued the idea of using the pin function to
generate (daily) threat and vulnerability reports for clients or the
management of an organization (C1). Since it was desired to fa-
cilitate the approval processes for recommendation and warning
messages (C2), the platform should facilitate parties to make cor-
rections, sign, and finally approve alerts, rather than sending alerts
back and forth until mutual agreement is achieved (I13.

One major problem for the communication of cyber threats
mentioned was enabling the cross-platform dissemination
of tailored warning messages (D8), which requires different
formulations and information depending on their IT knowledge,
skills and type of organization. The customization of pre-written
templates with placeholders for more detailed information (C3)
was well received among participants (I10, I12). In this way, the
suggested solution reduced the high effort necessary to create warn-
ings manually. When providing services and warnings to citizens
and organizations [23], HCI research suggests the consideration of
demographic variables, such as age and region, as well as security
misconceptions for a stakeholder-oriented communication strategy
[1, 25, 55]. Furthermore, warningmessages should communicate the
severity and convey actionable coping responses, consider message
framing and provide countermeasures on habituation effects [4].
As requested by participants (E22-E24), the tool facilitates the semi-
automatic dissemination of warning messages across platforms
(C4), including e-mail, Reddit, or Twitter.

8 CONCLUSION
In this paper, we presented a design case study to conceptualize,
implement, and evaluate an interactive dashboard for CERTs that
allows to search, filter, and communicate cyber threat information
from security advisories, CVEs, IoCs, and social media. Further-
more, we identified user requirements (N=16) on the gathering,
analysis and communication of cyber threat information, as well as
design heuristics (N=8) for threat awareness and mission awareness.
However, this paper is subject to limitations. First, our research was
conducted with German state CERTs. It is likely that enterprise or
product CERTs have different sets of user needs and design require-
ments [62]. Differences in financial resources, national capabilities
and legislation likely influence the activity, competences, and tool
utilization of CERTs [8]. Thus, further research is required to com-
pare different analytical technologies and collaborative practices
across nations and organizations on a fine-grained level. Second,
due to its nature as a research demonstrator and its evaluation in
scenario-based settings, the technology readiness level of the dash-
board can be at best described as technology validated in lab (TRL4)
[10]. While readers are invited to request a demo access from the
first author, the authors are currently applying for funding to eval-
uate the tool under operational, more stressful conditions [29], to
reach the state of technology demonstrated in relevant environment
(TRL6) before considering an open-source publication.
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