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Abstract

Dual-use of IT is relevant to many applications and technology areas: how can we 
prevent, control or manage the risk of misuse of IT? How can dual-use awareness and 
regulation help to mitigate the risks to peace and security on the national and interna-
tional levels? As cyberspace has been declared a military domain, IT is increasingly 
important for civil and military infrastructures. How can researchers, developers and 
decision-makers make sure that IT is not misused to cause harm? This has been dis-
cussed as the dual-use problem for nuclear, biological and chemical technologies. 
This chapter introduces different dual-use concepts and illustrates by considering 
cryptography, intrusion software, and artificial intelligence how governance measures, 
including export control, are applied. Further, approaches of technology assessment, 
with a focus on the design process, are presented. The chapter also provides insight 
into the implementation of dual-use assessment guidelines at TU Darmstadt, the so-
called Civil Clause.
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Fig. 8.1  Mascot of the 
Student Council of Computer 
Science at TU Darmstadt since 
1986

Objectives
• Understanding the definitions and applications of dual-use in the contexts of research 

and development (R&D).
• Understanding that dual-use is a concept which carries ambivalence and is translated 

into governance measures that are relevant to security.
• To gain familiarity with various technology assessment (TA) methods used in R&D 

and develop the capacity to reflect on their effectiveness.
• To be able to apply the guidelines of the Zivilklausel, differentiating between aim, 

purposes and application of the research in question.

8.1  Introduction

Considering a typical dual-use technology, most people would think of nuclear technolo-
gies, which can both be a source of power production and provide fissile material for 
nuclear weapons. Others might first think of biotechnology such as genome editing with 
CRISPR/Cas1 due to its ability to modify genes in an accessible and much cheaper way 
than earlier methods. To raise awareness about the ambivalence of IT, the Student Coun-
cil of Computer Science at TU Darmstadt used the image of a baby holding an assault 
rifle as their mascot (Fig. 8.1) as early as 1986 (Ottermann & Gries, 2018), reminding 

1 CRISPR/Cas is a technique to edit genes in the genome of living organisms. Due to its cost effec-
tiveness and unprecedented precision, it is seen as a breakthrough for new approaches in medicine 
and agriculture. For its development, Jennifer Doudna and Emmanuelle Charpentier received the 
Nobel Prize in Chemistry in 2020. On the discourse regarding the dual-use potential of CRISPR/
Cas, please read Mir et al. (2022).
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the members of the faculty of the ambivalent nature of innovation in computer science 
(Knappmeier, 2004; Leng, 2013). Since then, the association of dual-use and computer 
science has become more apparent. In computer science and engineering, students and 
researchers have shown awareness about dual-use in their fields. In a study, 11% of sen-
ior editors of peer-reviewed journals in engineering and technology stated that they had 
to address dual-use questions (Oltmann, 2015). Especially ethical and dual-use risks 
regarding AI are more concerning to students, as the study by Haunschild et al. (2023) 
has shown. Others, such as Lin (2016), argue that IT should not be classified as a dual-
use technology in the same way as physics, biology and chemistry, because communica-
tion and information, integral to IT, are deemed general-purpose and not directly harmful 
in itself. Thus, interdisciplinary assessment of socio-technical systems needs constant 
reflection, training and practice (Reuter et al., 2022).

In 2016, NATO agreed that cyberspace is categorised as a military domain (NATO, 
2016), and many countries have invested in offensive and defensive IT capabilities 
(Neuneck, 2013). In the domains of land and sea, the use of unmanned aerial vehicles 
(UAVs), so-called killer robots (see Chapter 17 “Unmanned Systems: The Robotic Revolu-
tion as a Challenge for Arms Control”) was discussed. Additionally, IT has been perceived 
as the driving force in the most recent revolution in military affairs (RMA), implying 
the transformation of the armed forces and their strategies using IT, such as the tactical 
use of real-time data for enhanced flexibility among smaller units (Adamsky, 2010). IT 
and digitalisation are the main drivers of innovation in military and civilian infrastructures.

Once a technology is developed and has high relevance for civil and military actors, it 
can even set off a destabilising dynamic on the level of international security, feeding into 
mistrust and scenarios of a security dilemma (see Chapter 3 “Natural Science/Techni-
cal Peace Research”, Sect. 3.2.1). The so-called security dilemma is created by the need 
of states to increase their security in the anarchic international system by investing in 
their military. Realism, a prominent paradigm in International Relations, posits that the 
international system lacks a central authority, compelling it to adhere to the dominance 
of the strongest or most powerful nation (Waltz, 1979). Consequently, other states could 
feel threatened and increase their military spending, resulting in the effect of creating 
less security for all. This competitive dynamic for military superiority leads to arms races 
(Herz, 1950).

IT has become necessary for information, communication and control systems and 
might bare unintended risks for safety and security while its use holds great benefits. 
This ambiguity is called dual-use. IT can be dual-use, both from the perspective of being 
used in a potentially harmful way, or from the perspective of being deployed in civilian 
and defence contexts. Therefore, during this chapter provides an overview on the history 
and definitions of the concept of dual-use (Sect. 8.2). It seeks to illustrate the governance 
of dual-use risks using three cases involving IT (Sect. 8.3), and to provide methodologi-
cal tools to assess dual-use technologies and to use dual-use sensitive design methods 
(Sect. 8.4). Lastly, this chapter dives into the case of the Civil Clause (Zivilklausel) at the 
Technical University of Darmstadt (Sect. 8.5).
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8.2  History and Definitions of Dual-Use

Dual-use as a concept describes the duality or dual-faced nature of technology, which 
can be used for good and indented purposes as well as misused to cause harm (Forge, 
2010). Historically, the evaluation of potential use and harm became prominent with 
nuclear energy and atomic weapons in the 1950s. Nuclear research was considered 
“born classified” since then (Oltmann, 2015, p. 238). In the 1970s, advances in biology 
and biotechnology have raised concerns on potential biological weapons. Research on 
viruses, bacteria and toxins as well as genome editing has since then strongly impacted 
the understanding of dual-use (Oltmann, 2015).

In the scientific fields that have historically been associated with dual-use applications, 
such as physics, biology, chemistry, and engineering, definitions of dual-use have been fur-
ther applied to the field while relevant scenarios have been assessed. Besides safety con-
cerns, security of nuclear and missile technology has been addressed with state actors in 
mind, while in the life sciences terrorist scenarios have been dominant. Considering these 
cases, some authors question whether IT can be categorised as dual-use technology. Unlike 
nuclear, biological and chemical research, IT primarily serves communication and automatic 
data processing purposes, lacking direct potential to cause harm to individuals comparable 
to weapons of mass destruction (WMD). WMD are defined by US legal code §2302 as

any weapon or device that is intended, or has the capability, to cause death or serious bodily 
injury to a significant number of people through the release, dissemination, or impact of (A) 
toxic or poisonous chemicals or their precursors; (B) a disease organism; or (C) radiation or 
radioactivity.

Therefore, cyber weapons are not considered as WMD, even though sabotaging critical 
infrastructures could lead to high casualties (Carr, 2013).

All parts of the research and development (R&D) process can be relevant to questions 
of dual-use. Further, it is important to note that the dual-nature of technology cannot be 
completely resolved. However, the aim is to acknowledge certain risks and prevent spe-
cific scenarios or harmful uses of technologies (Liebert and Schmidt, 2017).

There are various definitions of the term dual-use (Riebe 2023). Some define dual-
ity in terms of usage across both civilian and military applications, particularly relevant 
for technologies like nuclear ones with high technological barriers or strategic impor-
tance. Conversely, broader definitions encompass technologies like autonomous systems, 
essential for military purposes due to their strategic and logistical significance, beyond 
weaponry. Forge (2010, p. 117) defines dual-use as items which can be used as part of an 
(improvised) weapon system:

An item (knowledge, technology, artefact) is dual-use if there is a (sufficiently high) risk 
that it can be used to design or produce a weapon, or if there is a (sufficiently great) threat 
that it can be used in an improvised weapon, where in neither case is weapons development 
the intended or primary purpose.
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Table 8.1  Definitions of dual-use research

Organisation Dual-use research definition

WHO (for the life sciences) “Dual-use research of concern (DURC) describes research 
that is intended to provide a clear benefit, but which could 
easily be misapplied to do harm.” (WHO, 2020)

Deutsche Forschungsgemeinschaft “In dual-use research, which can have harmful as well as 
beneficial effects […]”. (Scientific Freedom and Scientific 
Responsibility: Recommendations for Handling Security-
Relevant Research, 2014)

Zivilklausel at TU Darmstadt “Research, teaching and studies at Technical University 
of Darmstadt exclusively pursue peaceful goals and serve 
civilian purposes; research, particularly relating to the 
development and optimisation of technical systems, as well 
as studies and teaching are focused on civilian use.” (TU 
Darmstadt, 2018b)

This definition excludes any non-weapon technology that still might cause harm and 
does not distinguish between civilian and military application contexts as (improvised) 
weapons are used in civilian settings as well.

However, there are cases of dual-use technologies, which are not part of weapon sys-
tems but pose risks due to unintended accidents in security-relevant R&D, e.g. in the 
life sciences. Thus, the World Health Organisation (WHO), and the life science research 
community have coined their own definition which focuses on the outcome of the use of 
a technology, which is either beneficial or harmful (or both) (see Table 8.1).

The more developed a technology is, the easier it is to assess its potentially harm-
ful application. Thus, for product development, there are much more stringent dual-use 
regulations that are focussed on the goods which are to be traded as products (Alavi & 
Khamichonak, 2017; Wassenaar Arrangement Secretariat, 2018).

To summarise, the concept of dual-use is often applied to consider military and civil-
ian, harmful and beneficial usage or application or the plausible risk of such use. Histori-
cally, in the realm of nuclear technology, dual-use is applied regarding civil and military 
applications due to nation states’ monopoly on nuclear technology. Conversely, in the 
life sciences, technologies are much more accessible and have even higher risks of being 
exploited by terrorist groups or causing severe accidents. In this context, the dual-use 
concept for biological and chemical risks has been introduced as Dual-use Research 
of Concern (DURC) by the US National Academy of Sciences (Knowles, 2012, p. 54; 
NSABB, 2007) and the World Health Organisation (WHO). Further, the scope of dual-
use covers various items as research, technologies and goods can be dual-use. To deter-
mine the character of the risk of a harmful or military application, it is important to 
evaluate the item’s potential contribution to a weapon system. The role of IT as such a 
component can be manifold: it can be part of a WMD or the weapon system itself.



174 T. Riebe et al.

Table 8.2  Spectrum of governance approaches for dual-use, addressing the different stages of 
R&D (Tucker, 2012).

8.3  Governing Dual-Use Information Technologies

Dual-use governance has three main objectives: first, limiting or even preventing the 
development of technologies that could serve hostile purposes. Second, controlling the 
access to dual-use technologies’ materials, equipment, and information. Third, promoting 
the safe handling of equipment, information and materials (Harris, 2016). There are dif-
ferent R&D levels, each addressed differently by governance measures.

Assessing the safety and security risks of emerging technologies should be both flexible 
and capable of integrating new information as the development process unfolds. The most 
effective way to achieve this objective is to incorporate an iterative process of technology 
assessment into the research and development cycle itself. Once the risks of an emerging 
dual-use technology have been identified, it will be necessary to identify a tailored package 
of governance measures – made up of hard-law, soft-law, and informal elements – to ensure 
a reasonable balance of risks and benefits and their equitable distribution across the various 
stakeholders. (Tucker, 2012)

Addressing the different stages of R&D, there is a spectrum of governance approaches 
for mitigating dual-use risks (see Table 8.2). On the one hand, less stringent and “softer” 
regulations such as risk education and awareness raising should help train researchers 
while at the same time leaving sufficient flexibility for the research process. On the other 
hand, export controls are often used to legally and broadly control the proliferation of 
dual-use materials and technologies that are already the outcome of R&D. In the follow-
ing, we focus on these “hard-law” measures regarding cases of dual-use IT.

In the last decade, three cases of IT have been mostly discussed from the perspective of 
dual-use. First, cryptography and encryption software were the first IT dual-use “products” 
which were introduced to export and import regulations. Second, since 2013, intrusion 
software and spyware have been in the focus of the Wassenaar Arrangement which aims to 
control the proliferation of such software. Third, AI and its harmful potentials has received 
more attention from legislators, such as the EU, as well as from ethics committees.
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8.3.1  Cryptography

Internationally, encryption products are regulated by the Wassenaar Arrangement 
(WA). a multilateral agreement among states, that regulates the trade of dual-use goods. 
This arrangement is not binding for the member states but can be seen as a declaration 
of intent to harmonise certain laws. Cryptography has been the first IT that has been 
regulated under the banner of dual-use. Following World War II, encryption products 
were mostly relevant for military purposes and, thus restricted by the US for trade. This 
includes control of export or import and licences for international trade. However, dig-
ital technologies proliferated especially with the use of the World Wide Web globally 
and made the process challenging, with the civilian demand for encryption increasing. 
In 1992, the US repeatedly adjusted the threshold and excluded mass-market products, 
e.g. messengers or technology used for personal use (Vella, 2017, p. 108) from the 
restrictions. Since the 1990s, public discussions regarding the regulation of encryption 
have primarily focused on two approaches: setting key length as a threshold or propos-
ing various forms of key escrow. Key escrow involves a system where a key is retained 
to decrypt information for law enforcement purposes. This has strongly influenced the 
societal backlash and led to the so-called crypto wars (Buchanan, 2017; Koops & Kosta, 
2018). Thereby, politically active developers and civil rights activists protested against 
the implementation of key-escrow by the US government and actively undermined 
export and import restrictions.

In the EU, products for military applications are controlled, and this can include soft-
ware and encryption. However, the EU has adopted a General Technology Note and a 
General Software Note that excludes information and software within the public domain 
from the Control List (Vella, 2017). Additionally, the EU allows exceptions to their restric-
tions, when there are concerns regarding the violation of human rights (Vella, 2017).

To summarise, the regulation of encryption as a dual-use good reflects states’ notions 
to use the regulation to control the access to a technology for certain actors. As informa-
tion and communication technologies have become popular, mass market products have 
been excluded. Social media platforms and messenger have led to the most successful 
distribution of end-to-end encryption, but also became important tools for mass surveil-
lance (Riebe et al., 2021).

8.3.2  Intrusion Software

Intrusion software refers to tools that bypass defences, gain access to computers, and 
extract data from them (Herr, 2016). The proliferation of intrusion software is also regu-
lated in domestic and international arrangements, such as the WA and by the EU. The 
WA has added intrusion software by amendments in 2013 and adjusted the regulation by 
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2016. Building on Dullien et al. (2015) it is noted that the controls restrict infrastructure 
and support systems, which are

any software, systems, equipment, components, or technology used to generate, operate, 
deliver, or communicate with intrusion software. In effect, Wassenaar targets how intrusion 
software is built, deployed, or communicated with. (Pissanidis et al., 2016, p. 182)

The EU has adopted a similar approach in 2014 and implemented it in 2015. Since then, 
the EU restricts network surveillance and intrusion software by requiring individual 
export licenses. The EU export control regime requires states to validate export requests 
and deny them if “there is a clear risk that the […] equipment to be exported might be 
used for internal repression” taking into account “all relevant considerations” including 
its possible usage for activities that might violate human rights (Reinhold, 2021). How-
ever, this is not implemented in a standardised way, and has left loopholes for surveil-
lance-as-a-service in the past. For example, the German spyware Fin Fisher was exported 
and used by the Turkish government between 2016 and 2017 without having export 
approval by the German government (Gesellschaft für Freiheitsrechte, 2019).

The regulation of surveillance and intrusion software was also criticised by IT secu-
rity companies, as the definition in the regulation was sometimes fuzzy and could put 
import R&D on security tools at risk (Ruohonen & Kimppa, 2019). Nevertheless, the 
WA defined some exceptions for

1. Debuggers, virtualisation hypervisors, or software reverse engineering tools;
2. Software implementations for digital rights management (DRM);
3. Software that is installed by manufacturers, administrators, or end-users for “the pur-

poses of asset tracking or recovery” (Ruohonen & Kimppa, 2019).

To sum up, surveillance technologies as well as intrusion software have been increas-
ingly discussed with a focus on human rights violations. However, regulation of such 
technologies is far from straight forward as the common features with IT security tools 
make a robust regulation and respective implementation difficult.

8.3.3  Artificial Intelligence

AI has been distributed into many different areas of application, both in the civilian 
and defence sectors, and can be used in security critical contexts that potentially impact 
human wellbeing (Brundage et al., 2018). However, it has not yet been covered by the 
WA, whereas the EU has moved the international normative discourse on ethical and 
trustworthy AI forward. First, the EU has proposed the Trustworthy AI ethical guideline 
in 2019, according to which AI should be
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1. lawful - respecting all applicable laws and regulations
2. ethical - respecting ethical principles and values
3. robust - both from a technical perspective while taking into account its social environ-

ment (European Commission, 2019)

Additionally, AI should follow seven requirements, to be considered trustworthy (for 
more details, see European Commission, 2019). Still, this is an ethical framework, which 
is not legally binding but instead setting normative rules for R&D, thus considered “soft-
law”. In 2023, the EU has put forward a legal proposal to regulate AI called the Artificial 
Intelligence Act, which categorises AI into three risk groups (general AI, high-risk sys-
tem and banned systems). The act bans the use of AI for biometric categorisation systems 
by law enforcement, or social scoring of users. However, there are some exceptions for

the use of biometric identification systems (RBI) in publicly accessible spaces for law 
enforcement purposes, subject to prior judicial authorization and for strictly defined lists of 
crime (European Parliament, 2023).

Further, there are safeguards for high-risk system which require

model evaluations, assess and mitigate systemic risks, conduct adversarial testing, report to 
the Commission on serious incidents, ensure cybersecurity and report on their energy effi-
ciency (European Parliament, 2023).

Lastly, there is the possibility of imposing fines on non-compliant companies “ranging 
from 35 million euro or 7% of global turnover to 7.5 million or 1.5% of turnover” (ibid.) 
which will help to implement the new law.

The EU has proven to be a significant actor in developing and shaping norms related 
to the R&D of AI systems. This influence is expected to impact products developed by 
tech companies around the globe due to the market relevance of the European consum-
ers. Additionally, companies and governments now possess a blueprint on both a nor-
mative and a legal framework that can serve as a reference point for those seeking to 
regulate the risks associated with AI.

8.4  Technology Assessment and Design

As you have seen in the previous chapters, there are multiple aspects to consider when 
working with high-risk or security critical technologies, which can be considered dual-
use. Thus, you might be considering: How can researchers or developers assess the risks 
of their own projects in R&D?

Technology Assessment (TA) focuses on the effects of technology on society to 
give policy advice and to inform the public about possible consequences of technology 
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Table 8.3  Common forms of TA (see Grunwald, 2002, pp. 123–158)

Common Forms of TA

Participatory TA (pTA) Including a variety of social and political groups in the process of 
deliberation and discussion of the undesired effects

Parliamentary TA Some parliaments, like the German Bundestag, employ TA experts who 
advise the members of the parliament on TA with regard to specific 
technologies

Expert TA Experts give mostly written statements about the effects of technology

Prospective TA (ProTA) Early assessment approach aims at designing technology during R&D 
in a way that limits the negative effects

application to society and democratic institutions (see Table 8.3. Common forms of TA 
(see Grunwald, 2002, pp. 123–158)

TA is both a theoretical and a practical approach, in which the scientific endeavour is 
driven by the practical challenges of the emergence of technology for society, which will 
then induce the theoretical reasoning (Grunwald, 2018, p. 1). The three practical aims of 
TA are 1) policy advice, 2) engaging in public debate, and 3) contributing to the making 
of technology (Grunwald, 2018, p. 92). TA theory aims to facilitate the reflexivity of tech-
nology design and development. Grunwald (2018) defines TA as a socio-epistemic prac-
tice with institutions, projects, and methods which is embedded in a societal framework.

TA is based on the so-called precautionary principle. With the advancement of sci-
ences and technologies which would have irreversible impacts on ecosystems and soci-
eties, the need to evaluate technology before implementation, even before conducting 
experiments, has become more relevant. Such unintended effects on the environment and 
the society have made philosopher Hans Jonas emphasise the precautionary principle as 
the guiding principle to the ethics of responsibility (Jonas, 1980). As the boundaries of 
human actions due to technology can exceed time and space, humanity must take the 
needs of future generations as well as those of the biosphere into account (Coyene 2018, 
p. 230). Therefore, the actions need to be taken with in dubio pro natura, meaning “if in 
doubt, decide in favour of the environment” (Ahteensuu & Sandin, 2012).

To assess the dual-use potential, it is necessary to foresee possible use scenarios and 
apply the precautionary principle. The principle helps to navigate actions in situations of 
uncertainty when decisions can have a significant or harmful influence on humankind, 
as with climate and environmental change. Especially when cause-and-effect mecha-
nisms are not scientifically established, precautionary measures must be taken (Lösch 
et al., 2008). Precaution can be executed, according to Jonas (1980), if the imperative of 
responsibility is followed, meaning if there are two scenarios, then the pessimistic, not 
the optimistic, scenario should guide the decision. The precautionary principle is imple-
mented in research agendas by the EU using the concept of Responsible Research and 
Innovation (RRI):
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a transparent, interactive process by which societal actors and innovators become mutually 
responsive to each other with a view on the (ethical) acceptability, sustainability and societal 
desirability of the innovation process and its marketable products (in order to allow a proper 
embedding of scientific and technological advances in our society). (Owen et al., 2012; von 
Schomberg, 2011, p. 9)

Additionally, precaution is needed, as R&D of technologies can lead to a path depend-
ency, which make change difficult. This phenomenon is called the Collingridge 
Dilemma. The dilemma describes that in the process of R&D, it is not always easy to 
anticipate the potential risks of the outcome. Because early in its life, when still easy to 
change, the application and consequences of technology are difficult to predict, and later 
on, they are expensive to adjust: “When change is easy, the need for it cannot be foreseen; 
when the need for change is apparent, change has become expensive, difficult and time-
consuming” (Collingridge, 1980). As a result, dual-use technology regulations range from 
informal to legally binding depending on the advancement of the R&D (see Sect. 8.3).

Due to its societal and political relevance, TA has been institutionalised within estab-
lished organisations, notably the Office for Technology Assessment of the German 
Bundestag in 1973 (TAB, 2014). Moreover, it has informally influenced the norms of 
research funding programs, such as the EU’s Horizon 2020 program (European Com-
mission, 2018). Today, the Network OpenTA lists 55 German speaking institutes in 
Germany, Austria and Switzerland, albeit not exclusively working on questions of TA 
(OpenTA, 2024). Nonetheless, the Network European Parliamentary Technology Assess-
ment has 12 full members and 10 associates, some of whom are not European, such as 
Chile, Mexico and Japan which all have parliamentary TA institutes (European Parlia-
mentary Technology Assessment, 2018). The US Congress was served by the US Office 
of Technology Assessment between 1972 and 1995, which was closed due to funding 
cuts. However, since 2002, the Office for Government Accountability has taken over 
some of the tasks (Knezo, 2005). TA is not a uniform theory or method, but a framework 
to anticipate the effects of R&D. Thus, there can be many forms of TA which account for 
its central aims or relevant methodology, see Table 8.3 for some examples.

One approach to assess potential harm of a project are ethical assessments. Especially 
for research designs in which animal or humans are involved, standardised ethics ques-
tionnaires help to understand identify potential risks and set boundaries to certain kinds 
of research designs. Many organisations that deal with critical research or procedures 
have established ethics committees to ensure compliance with ethics standards. Ethical 
standards in research aim to avoid unnecessary harm to individuals or animals in experi-
ments by ensuring the necessity of the experiments in addressing the research question. 
Associated with these discourses, within IT development, there is a debate about infor-
mation ethics and how to deal with private information of users (Capurro, 2017).

In TA, as well as in technology design, the participatory turn has led to the inclu-
sion of relevant stakeholders and public dialogue as a central paradigm of technology 
design (Boden et al., 2018, p. 85). This approach follows the assumption that the design 
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of  technologies influences the socio-technical futures (Lösch et al., 2019) and practices 
(Stevens et al., 2018). Here, design is perceived as an enabler of possibilities (Grunwald, 
2018, p. 25). Van den Hoven (2010, p. 75) describes IT architects as “choice architects, 
who have responsibilities for organising the context in which people make decisions.” 
Therefore, IT artifacts interfere with and even change socio-technical practices, under-
scoring why socio-technical interactions are the subjects of participatory design research 
(Wulf et al., 2011).

Methodologically, participatory approaches have worked towards reflecting, account-
ing, and including values into technology design, such as Value Sensitive Design (VSD) 
(Friedman et al., 2013). In VSD, the concept of doing good means to include legitimate 
values into the design (Friedman et al., 2013, p. 2). The determination of what consti-
tutes good is answered empirically, often through user-centred design research. Moreo-
ver, identifying conflicts between these values allows for a reflection on possible design 
solutions (Friedman et al. 2013).

Looking at the development of IT products and their assessment, project manage-
ment can use sequential waterfall model as well as iterative and agile project manage-
ment processes, aiming to offer shorter iterations of development and testing. With agile 
development becoming more popular and common (Bogdan-Alexandru et al., 2019), one 
can ask whether such iterative and agile methods can help in the early identification and 
mitigation of dual-use risks or whether they make assessment hard due to quick changes? 
First of all, such approaches have increased the efficiency of IT development in contrast 
to the waterfall model. However, due to their agile nature, implementing non-functional 
requirements poses challenges, as constant changes occur, and measuring non-functional 
requirements often proves difficult (Gogoll et al., 2021). Additionally, such non-func-
tional requirements might escalate the product costs and complexity. In the case of ethi-
cal AI, there has been increasing research on tools which aim at aiding researchers and 
developers in integrating risk deliberation and ethical requirements during agile develop-
ment, locating responsibilities to different levels of decision-making (Floridi & Cowls, 
2022). In ethical deliberation, Gogoll et al. (2021, p. 1089) have found that most ques-
tions are decided on either the legal level, which decides which technologies are desir-
able for a society and under which conditions, or on the business level, where business 
cases are defined by strategic management. However, during the design and development 
process, there can still decisions be made that might be far reaching, e.g. by choosing a 
certain AI model, kind of data or database. In the process of deliberation (see Fig. 8.2), 
developers and designers can also use their expert knowledge to inform and influence the 
discourse on the business and the legal level. Occasionally, conflicting requirements and 
values are resulting in trade-offs which need prioritisation. However, for matters within 
the developers’ field of duties, it is important to adopt a structured, guided, and system-
atic approach to the assessment of values, their trade-offs, and implementation (Zuber 
et al., 2020).

Thus, to summarise, IT experts and developers can influence dual-use risks on various 
levels:
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Fig. 8.2  Dual-use Deliberation (following the framework by Gogoll et al., 2021)

1. Legal Framework, Political and Social Expectations: Experts can provide information 
for the discourse on the effects and risks of a technology, e.g. by getting in contact 
with legislators or sharing their knowledge by publication.

2. Business Context: Experts can make the strategic management of a firm aware of 
dual-use risks or possible harmful applications.

3. Design and Development: Experts can use agile development to test and assess dual-
use risks, e.g. possible harmful applications of the technology and work towards an 
iterative method for awareness and deliberative discourse. This could affect design 
choices and implementation of requirements.

8.5  The Civil Clause at TU Darmstadt

Offering a concluding example of local, institutionalised ethical assessment, this chap-
ter gives insight into the emergence and set-up of the Civil Clause at TU Darmstadt. In 
Japan and Germany, some universities prohibit military research entirely by a voluntary 
commitment, called Civil Clause (Zivilklausel) (Hummel, 2017; Nielebock et al., 2012; 
TU Darmstadt, 2018b). Civil Clauses serve as restriction assurances to which so far 76 
German Universities have self-committed (Initiative Hochschule für den Frieden, 2024). 
The idea for this restriction at universities became popular in Germany during the paci-
fist movement of the 1980s amidst the Cold War. The wish to implement Civil Clauses 
was directly linked to anti-war and disarmament movements.

The Civil Clause is criticised for potentially limiting researchers’ funding oppor-
tunities, seen as counterproductive to the freedom of research, especially when a lot of 
money is at stake (Hummel, 2017). Further, the Civil Clause does not aim to discredit 
the military, which is democratically legitimised and has to be mandated to participate in 
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peacekeeping missions or self-defence, which would require personnel and equipment to 
preserve peace and security. At the same time, it is quite difficult to effectively separate 
between contexts due to spill-over effects between military and non-military applica-
tions (Schlögl-Flierl & Merkl, 2018; Utz et al., 2019). Spill-over effects are understood 
as knowledge, items and technology “spilling over” to each of the dual-use application 
sides. All these obstacles have hindered many universities from implementing more than 
voluntary commitments (ibid.).

At TU Darmstadt, the first commitment to conducting non-military research only was 
published in 1973, aiming not at the prevention of military research but at the sources 
for research funding that should be non-military (Hubig, 2012). When the senate agreed 
to adopt the Civil Clause in 2012, the executive committee of the university not only 
affirmed research should solely serve non-military purposes but also, distinct from many 
other universities that only adopted a declaration without any procedures, they unani-
mously adopted a procedure that guides researchers using a questionnaire (see Table 8.4) 
and helps to identify research of concern (Utz et al., 2019). The purpose of the question-
naire is not to “name-and-shame” disqualified research but to support scientists through 
questions to see the research context. To do so, the Civil Clause differentiates between 
three decisive differences: 1) the aims of the research which are either peaceful or not; 2) 
the means that serve either civilian or military purposes and 3) the application that can be 
either military or civilian.

Thus, the Civil Clause is defined as:

Research, education and the course of studies at the Technical University of Darmstadt are 
exclusively dedicated towards peaceful aims, the means should serve civil purposes, espe-
cially in terms of development and optimisation of technical systems, as well as education 
and the course of studies should be in alignment with civilian application. (TU Darmstadt, 
2018b)

Therefore, as a result of extensive discussions among students, researchers and the sen-
ate of the university agreed on a procedure to implement the Civil Clause in 2014, and 
designed a questionnaire to support researchers in technology assessment (see Table 8.4) 
(TU Darmstadt, 2018a). The questionnaire’s function is to support researchers’ aware-
ness and responsibility and their ability to engage in a discourse of potential risks. If the 
project is considered to be of concern, the ethics committee will be consulted to provide 
a vote as a recommendation for the university administration (TU Darmstadt, 2018b).

The latest invasion of the Ukraine by the Russian Forces in 2022 has led to a discourse 
on the combat readiness and defence capabilities of European countries. This shift in 
funding and attention for the forces has been called “Zeitenwende” in Germany (Löff-
mann, 2023). In this context, the civil clauses have been criticised to hinder the equip-
ment of the armed forces leading to demands of reformation or even abolishment of the 
clauses. However, it is important to note that civil clauses are not preventing all mili-
tary-related research but offer questions for discourse and restrict the role of funding by 
defence firms as well as non-disclosure agreements regarding research results. How the 
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Table 8.4  Questionnaire Civil Clause (TU Darmstadt, 2018a)

Research

1 Is your research focusing on fundamentals?

2 Does your research follow a peaceful intent?

Project design

3 Does the project serve a civilian purpose (considering that there is a civilian and legitimate 
monopoly and use of force)?

4 Suppose in the case of application-oriented projects a military purpose is served, or this 
purpose cannot be excluded. Are the project’s purposes other than the optimisation of the 
protection, supply, intelligence or immediate defence?

5 Is the project designed in a way, that these application-oriented scenarios have a peaceful 
intent?

Funding and Organisational Setting

6 Is the remitter a military organisation, close to a military institution, or an enterprise that 
sells to the military?

7 Is there a risk of being financially or structurally dependent on this remitter, for example, to 
not disclose research with regard to the Civil Clause?

Publishing and Transfer

8 Is there an agreement to possibly delay or even prohibit parts or all of the publication of 
research results due to the military nondisclosure policy?

civil clauses are interpreted and used can also change over time and differ between organ-
isations. In any case, it should be aimed for an iterative and adaptive discourse on the use 
of the civil clauses. In summary, the questionnaire supports a detailed discourse about the 
aims, purposes, and applications of R&D enabling a transparent process and debate about 
R&D that might bear risks to peaceful aims, civil objectives and applications.

8.6  Conclusion

Technologies can be considered dual-use, when they are relevant for civilian and military 
applications, when they are critical to security and can be misused to cause significant 
harm, or when they can be used as part of an (improvised) weapons system. Therefore, 
R&D of dual-use technologies need safety and security measures, such as technology 
assessment and responsible methods of design, such as VSD and ethical deliberation. TA 
aims to anticipate the effects of the research and implementation of a technology within 
a socio-technical system, and support design approaches to use the gained insight to 
inform the technology design to shape the socio-technical system. In computer science, 
dual-use questions arise in the context of IT security research, cryptography, and sur-
veillance, as well as with regard to human–computer interaction and assistance systems 
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using AI, and robotics to create autonomous systems. The dual-use assessment, just like 
the ethical assessments, need to be done in a systematic and iterative manner as part of 
the research and development design. Some universities offer ethical questionnaires as 
well as civil clauses for reflection.

8.7  Exercises

Exercise 8-1: When is a technology considered dual-use? Please explain by using exam-
ples.
Exercise 8-2: Why is it important to assess dual-use risks during R&D?
Exercise 8-3: How can dual-use risks be governed? Please illustrate using one example.
Exercise 8-4: How can dual-use risks be assessed? Please name and describe to methods.
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